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A ‘principles and practice’ tutorial-style review of the application of solution-phase NMR in the analysis
of the mechanisms of homogeneous organic and organometallic reactions and processes. This review of
345 references summarises why solution-phase NMR spectroscopy is uniquely effective in such studies,
allowing non-destructive, quantitative analysis of a wide range of nuclei common to organic and
organometallic reactions, providing exquisite structural detail, and using instrumentation that is rou-
tinely available in most chemistry research facilities. The review is in two parts. The first comprises an
introduction to general techniques and equipment, and guidelines for their selection and application.
Topics include practical aspects of the reaction itself, reaction monitoring techniques, NMR data acquisi-
tion and processing, analysis of temporal concentration data, NMR titrations, DOSY, and the use of iso-
topes. The second part comprises a series of 15 Case Studies, each selected to illustrate specific
techniques and approaches discussed in the first part, including in situ NMR (1/2H, 10/11B, 13C, 15N, 19F,
29Si, 31P), kinetic and equilibrium isotope effects, isotope entrainment, isotope shifts, isotopes at natural
abundance, scalar coupling, kinetic analysis (VTNA, RPKA, simulation, steady-state), stopped-flow NMR,
flow NMR, rapid injection NMR, pure shift NMR, dynamic nuclear polarisation, 1H/19F DOSY NMR, and
in situ illumination NMR.
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1. Introduction

This review discusses the application of NMR in the investiga-
tion of the mechanism of homogeneous organic and organometal-
lic reactions, and is based on the hands-on research experience of
the authors [1]. The stimulus for the review stems from a meeting
when a newly joined member of the team asked some practical
questions about how best to go about analysing a specific aspect
of a reaction that they were investigating by in situ NMR. Many
of the group members felt that the answers that they provided
were ones they had heard many times before, but that the ques-
tions were also ones that at some point in their career they too
had asked. We concluded that an assembly of the collective expe-
rience of the group in the interrogation of reaction mechanisms
using NMR, in a practical guide or ’compendium’, would be useful,
for the group and perhaps also for others. This guide covers the
basic principles, both physical and chemical, behind the various
approaches to the elucidation of reaction mechanism using NMR,
as well as practical advice and hard-won experience: the ’tips,
tricks, and traps’ that are more customarily conveyed by the men-
tor–mentee relationship in the research laboratory. It aims to pre-
sent these topics at a level accessible to a first-year graduate
student, and to be comprehensive enough to provide them with
everything they will require to begin to engage competently, pro-
ductively, and confidently in the NMR investigation of reaction
mechanisms. A series of 15 ’Case Studies’, drawn from work in
the authors’ group and from the general literature, is used to illus-
trate the principles and practical aspects of each of the specific
techniques presented, together with 345 references to the primary
literature, reviews, textbooks, and websites. An extended Glossary
is also provided.

Before going into the details of how to approach mechanism
using NMR, it is not unreasonable to question the motivations for
doing this, for example, why study reaction mechanism at all,
and why, in many cases, is NMR so well suited to this. The motiva-
tions for the mechanistic study of a chemical reaction or process
are diverse. From the perspective of pedagogy, mechanisms pro-
vide a means of classification, simplification and correlation; for
example, a general understanding of the mechanistic factors that
govern the feasibility of an SN1 reaction means that one does not
need to memorise every known example. From the perspective of
research, both academic and industrial, mechanisms provide a
framework by which the outcomes of reactions can be predicted,
explained, compared, and evaluated, and new reactions, reagents,
and catalysts developed in a logical manner. Mechanism also
allows the design and tuning of molecular function, an essential
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component in the development of modern materials, agrochemi-
cals and pharmaceuticals. From the perspective of industrial pro-
duction, knowledge of mechanism allows an informed
refinement of a process – an apparently marginal improvement
of yield from 99% to 99.5% represents a doubling in efficiency,
when considered in terms of loss of the substrate. At the multi-
tonne scale this has major implications in terms of the economic
costs, energy input, and environmental impact in the generation
and disposal of waste streams from purification steps. Mechanism
is also essential in the defence of intellectual property, and in its
challenge, and bypass. And finally, there is the role of curiosity:
there is deep intellectual challenge and reward in the elucidation
of the mechanism(s) by which a chemical reaction proceeds, and
in the development of overarching and widely-applicable mecha-
nistic concepts.

The detailed investigation of mechanism is not a trivial under-
taking but should not be viewed as impenetrable. One of the key
factors governing success is a preparedness to devote the time
and effort required for the acquisition, curation, and interrogation
of large sets of data. This takes patience, and perhaps more
demandingly, an intellectual plasticity in which creation and test-
ing of an evolving series of hypotheses must be conducted simul-
taneously with critical evaluation of the growing collection of
data. Ignoring dogma, thinking ’outside of the box’, and a willing-
ness to drop the current hypothesis for a new one, rather than
the natural inclination to continue to defend it by ignoring incon-
sistent results, can make the crucial difference between success
and an ultimately frustrating and expensive journey of self-
delusion. A key aspect, often overlooked, is that chemical intuition,
or the influence of prior studies of others, can lead to chemical or
physicochemical phenomena being assumed to occur, without jus-
tification. As emphasised by the late Joseph F. Bunnett: ‘‘Don’t
make verifiable assumptions!” [2] – many assumptions, usually
relating to ‘simple’ steps or processes, prove to be not entirely valid
when rigorously tested, and some prove to be completely invalid.
Their careful scrutiny can lead to valuable new directions in a
study.

Chemical reaction mechanisms are primarily a description of
the molecular, and sometimes physicochemical, choreography of
a reaction – in terms of energy, structure and timescales. Funda-
mental to this is the correct identification of the products, and side
products, of the reaction, and if not too transient, any intermedi-
ates, or ’off pathway’ equilibria. The stoichiometry involved in
the decay of the substrates, and growth of intermediates and prod-
ucts, must be identified, and the fluxes of these species as a func-
tion of time analysed. Side reactions provide mechanistically
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valuable information. Thus, unless absolutely necessary, for exam-
ple due to spectral congestion, the reaction conditions should not
be adjusted to severely attenuate or eliminate them. The selectivity
of the reaction must also be accounted for, as well as any changes
in this as a function of temperature, concentration, medium, and
additives etc. The mechanisms of reactions should ideally be stud-
ied under the conditions in which they are applied (concentrations,
solvent, temperature, etc.), and any catalysts or inhibitors, if pre-
sent, identified.

Solution-phase NMR spectroscopy most often proves ideal for
many or all of the above requirements. It is non-destructive, is
quantitative (with appropriate experimental set-up) thus allowing
determination of concentrations, is applicable to a wide range of
nuclei common in organic and organometallic reactions, provides
exquisite structural detail, is reasonably sensitive – particularly
at the concentrations used in synthesis – and the instrumentation
is routinely available, most often as a shared facility, in nearly
every chemistry research department worldwide.

Whilst alternative techniques offer other advantages, e.g. rapid
data acquisition by UV or IR, the extremely high sensitivity of
mass-spectrometry, and the (static) atomic resolution of X-ray
diffraction, and should always be employed when beneficial, none
of these techniques have the flexibility and amenability to applica-
tion under ’normal’ reaction conditions that makes NMR, in the
authors’ opinion, by far the most powerful general tool for the
interrogation of reactions. As a research group that has focussed
for the last twenty five years almost exclusively on the investiga-
tion of organic reaction mechanisms, we have embraced NMR
whole-heartedly. In doing so, we have explored a very wide range
of reaction classes, each with their own challenges in terms of
approach of analysis, reaction conditions, temperature, velocity,
symmetry, resolution, complexity of kinetics, etc. We have also
developed new techniques to aid us in these studies, as well as
considerable expertise in the synthesis and application of
isotopically-labelled species. Along the way we have made mis-
takes, then identified, rectified and learned from them; and in
many cases these events have proved crucial in the outcome of
later studies. Indeed, one should seek to find satisfaction in proving
the current hypothesis wrong, and using this as the impetus for
generation of the next.
2. Practicalities and the reaction environment

A number of practicalities need to be taken into account in
order to effectively monitor reactions and analyse their mechanism
by NMR, and we start by briefly discussing some key points. These
include general principles for NMR spectroscopy and choice of
instrument, ex situ versus in situ analysis, choice of internal stan-
dard, solvent, nucleus, and instrument parameters, and the identi-
fication of conditions when specialised techniques are required.
2.1. General considerations

2.1.1. Spectrometers and probes
When conducting mechanistic work, one should bear in mind

the general principles of the NMR experiment [3–7], the equip-
ment available, and the scope and limitations of the information
that can be elicited. Most experimentalists have limited access to
a small range of NMR instruments. Prior to conducting a detailed
mechanistic study relying heavily on NMR it is therefore useful
to understand the key parameters that affect what it will be possi-
ble to achieve with the facilities available. Standard NMR spec-
trometers for solution phase chemistry come in two classes: high
field and low field. They both operate on the same principles,
and almost all of the reaction monitoring techniques discussed in
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this review can, in principle, be performed on either type. High
field spectrometers, typically in the range 200 to 600 MHz (1H),
employ cryogenically-cooled superconducting electromagnets,
usually stand taller than a human, require dedicated laboratory
space, and are expensive to purchase and maintain. Nonetheless,
the quality of the spectra obtained makes them ubiquitous in
chemistry research. In contrast, low field spectrometers, typically
40–80 MHz (1H), use permanent magnets, are smaller, portable,
much cheaper to buy and to operate, and are often referred to as
‘benchtop spectrometers’. Developments over the past two dec-
ades have led to benchtop instruments with sufficient sensitivity
and resolution for some reaction monitoring applications [8–10].

The greatest functional variation between different NMR
solution-state probes is in the number and position of the coils,
which generally can be used to transmit and to receive. A single-
resonance probe contains a single radiofrequency (RF) coil and
only allows observation of one nuclear species at a time, limiting
the type of NMR experiments that can be performed. Most modern
probes contain two, but these are often tuned to have more than
one resonance (or ‘‘channel”), each optimised to monitor a differ-
ent nucleus. The nuclei monitored using the inner coil can be
detected with enhanced sensitivity compared to the nuclei moni-
tored using the outer coil. Although each channel can only be
tuned to one class of nucleus (1H, 13C, 19F etc.) at a time, on some
spectrometers it is, in principle, possible to conduct time-shared
heteronuclear double resonance on the same coil [7].

The detection sensitivity of a given experiment will also vary
between spectrometers. Higher field magnets afford a greater sig-
nal intensity and resolution for the same volume of sample. The
signal-to-noise ratio (S/N) can also be increased by reducing ther-
mal noise through the use of cryogenically-cooled (He, or N2) RF
coils and preamplifiers. Specialised probes for use with smaller
diameter NMR tubes than the standard 5 mm probe are available,
and these lead to higher sensitivity per unit mass of sample [11].
The use of para-hydrogen (p-H2) techniques, though beyond the
capacities of most routine NMR facilities, can be a very effective
tool to increase NMR sensitivity in some cases, see Section 2.4.5
below, including selective enhancement of selected peaks [12–14].

2.1.1.1. Pre-acquisition and thermal equilibration. Several steps must
be taken between sample insertion into the probe and spectrum
acquisition. Magnetic field stability can be ensured by locking to
a relevant signal frequency, most commonly to deuterium. The
probe must be tuned to the frequency of the measured nucleus,
matching the transmitter and preamplifier impedances with that
of the probe, and the magnetic field homogenised across the sam-
ple (‘shimming’) [3,5,7].

A general workflow is: prepare sample, insert into spectrome-
ter, allow sample to equilibrate at temperature, set acquisition
parameters, tune probe, lock, shim, collect data. Many or all of
these steps can be performed automatically. The sample tempera-
ture is usually controlled by changing the temperature of gas (‘VT
gas’ – usually dry air or nitrogen) passing through the probe and
past the sample, and on many spectrometers this can be adjusted
across a wide range of temperatures. The temperature control of
reactions conducted in NMR tubes within the probe is usually suf-
ficiently stable (within ±0.5 �C) unless rapid exothermic or
endothermic processes are being investigated [15]. Five main
parameters govern the rate and thus time taken for thermal equi-
libration after insertion of the sample into the probe: (i) the initial
temperature difference (DT0) between the sample and the probe;
(ii) the flow-rate of the VT gas passing through the probe; (iii)
the heat capacity of the sample, primarily dependent on the iden-
tity and volume of the solvent; (iv) the NMR tube material and
dimensions, and heat flux attainable through the tube walls; and
(v) the specific design and thermostatic efficiency of the probe.
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For example, with the NMR cryoprobe employed in the work of the
authors, it takes less than about two minutes for stabilisation
(DT < 0.5 �C) of a typical 0.6 mL organic solvent sample in a stan-
dard 5 mm borosilicate NMR tube (see red line in Fig. 1).

When rapid thermal equilibration prior to acquisition is
required, it is advisable to estimate the thermostatic efficiency of
the probe employed, using the solvent for the reaction to be anal-
ysed, Fig. 1. It is also advantageous to pre-heat or cool the sample
prior to insertion, and to pre-shim using a dummy sample (Sec-
tion 2.2.1.2.1) at the required temperature. For experiments where
complete temperature stabilisation is required, for example to min-
imise convection in DOSY measurements, samples should be left to
equilibrate for tens of minutes.
2.1.2. Internal and external standards
When performed with appropriate delays, standard pulse-

acquire NMR sequences can be inherently quantitative, with the
area of each peak directly proportional to the concentration and
number of nuclei. Thus, for a series of spectra generated by
in situ monitoring of a chemical reaction, if the concentration of
one species in one spectrum is known (typically the initial concen-
tration, in the first spectrum), it is possible to calculate the concen-
tration of all species in the dataset. Whilst the quantitative nature
of NMR is one of the key benefits of the technique, it remains com-
mon practice to use an internal standard to eliminate any instru-
mental variability when accurate concentrations are required
[3,16–18]. The internal standard nullifies the effects of any differ-
ences in absolute integral between the individual spectra that will
make up the kinetic dataset; it can also be used to normalise the
chemical shift axis. Thus, in contrast to routine internal reference
compounds expressly used for normalising chemical shift, e.g.
tetramethylsilane (b.p. 26 �C), an internal standard for quantifica-
tion must be (i) relatively non-volatile (to avoid loss during the
reaction), (ii) have a similar longitudinal relaxation rate (see Sec-
tion 3.2) to the species being monitored (to avoid the need to
increase relaxation delays) [16,18,19], (iii) have a well-resolved
Fig. 1. Approximate time taken (y-axis, seconds) for the solution in an NMR tube initially
insertion into a Bruker Avance 400 Prodigy probe, equipped with a Bruker BCU I tempera
are calculated using the empirical relationship: Tsample � Tprobe – DT0 e–kt, where t is the
(21 �C) and the probe (x-axis, Tprobe), and k is a heat-transfer rate constant, specific to the
estimated from a series of heating and cooling curves, in which Tsample was measured at 5
(0.60 mL in 5 mm tube, 0.4 mmwall thickness; 0.22 mL in 3 mm tube, 0.3 mm wall thick
THF (0.038 s�1), toluene (0.039 s�1), hexane (0.037 s�1), chloroform (0.041 s�1), and benz
of the blue and red curves shows the impact of the high heat capacity of water (4.18 J g�1

curves show the impact of sample volume and gas flow rate.
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peak, or peaks, and (iv) be fully soluble in the reaction medium
throughout the reaction evolution.

Most importantly, the internal standard must be inert under the
reaction conditions – not just towards the species present in the
NMR tube (or the surface of the tube itself), but also to any condi-
tions applied externally such as heat or light. In addition to being of
constant concentration, the internal standard is ideally also of
known concentration, in order to allow calculations of absolute,
rather than merely relative, concentrations. For the concentration
of the standard to be known, it must also be of known purity.
The corresponding concentration of any species in solution can
then be accurately calculated (see Section 3.4). To minimise errors
in establishing the concentration of the internal standard, it is
preferable to prepare it as a solution in the reaction solvent. This
stock solution can also be used to dissolve all components, over
multiple reactions. Alternatively, a stock solution containing the
internal standard and one or more of the reaction components
can be prepared. The standard should be present in the reaction
at a concentration that gives an NMR signal intensity at least com-
parable to one of the limiting reagents, in order to minimize errors
when analysing relative integrations. Selecting a suitable internal
standard is not always a trivial matter. Table 1 provides a small
selection of internal standards that we have recently employed.

If a suitable internal standard cannot be found, there are two
alternative approaches. One is to use an external standard [16],
within the NMR tube but physically separated from the reaction
solution, by use of a sealed capillary tube or coaxial insert. While
many of the requirements for an internal standard still apply, that
of inertness to the reaction conditions is circumvented by physical
separation. This separation may also cause different instrument
responses between the standard and the compounds to be mea-
sured, making the external standard a less common method for
quantification in reaction monitoring. The second approach is to
use an electronic reference which relies on a digital reference peak
[16,19]. After calibration, the digital reference signal can be added
to the experimentally acquired spectrum and used analogously to a
physical standard. The advantage of this method is that nothing
at 21 �C to equilibrate to within ±0.5 �C of the probe temperature (Tprobe, x-axis) after
ture control unit; A.M.R. Hall, G.C. Lloyd-Jones, unpublished results, 2021. The lines
time after insertion, DT0 is the initial temperature difference between the sample
solvent, sample volume, NMR tube, VT gas flow rate, and probe. The k values were
s intervals using a Pt-100 sensor immersed in the specified solvent in the NMR tube
ness) prior to insertion. Blue curve, H2O, k = 0.027 s�1; red curve, average value from
ene (0.041 s�1); purple curve, k = 0.051 s�1; yellow curve, k = 0.080 s�1. Comparison
K�1) compared to the organic solvents (1.48 ± 0.04 J g�1 K�1). The purple and yellow



Table 1
Selected examples of internal standards recently employed by the authors in reaction monitoring.

Reference compound Nucleus d/ppm Reaction being monitored

Trifluoroacetatic acid 19F �75.33 Kinetics of arylAB(OH)2 protodeboronation in 1/1 (v/v) H2O:1,4-dioxane, low pH [24]
Trifluoroacetate 19F �75.14 Kinetics of arylAB(OH)2 protodeboronation in 1/1 (v/v) H2O:1,4-dioxane, high pH [24]
(p-Tolyl)3P = O 31P 29.20 Quantification of 16O/18O Ph3P@O from Pd(II) reduction in 9/1 (v/v) THF/H2

18O [25]
Dibromomethane 1H 4.95 Kinetics of Au-catalysed arylation in 50/1 (v/v) CDCl3/CD3OD [26]
1,3,5-Trimethoxybenzene 1H 6.09, 3.77 Kinetics of the alkylation of triazoles in CDCl3 [27]
1-Fluoronaphthalene 19F �123.95 Kinetics of alkyne hydroboration in 100/1 (v/v) dioxane/CHCl3 [28]
Fluorobenzene 19F �113.15 Kinetics of CF3� and CF2 transfer from TMSCF3 in THF [29,30]
Mesitylene 1H 6.93, 2.41 Kinetics of Cu/Fe-catalysed oxidation of benzylic compounds in CDCl3 [31]
a,a,a-Trifluorotoluene 19F �62.90 Kinetics of [2,3]-rearrangement of ylides in CDCl3 [32]
Dimethyl sulfoxide 1H 2.50 Kinetics of a photocatalytic reaction in CD3CN [33]
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needs to be added to the NMR sample, and whilst care must be
taken to obtain an accurate signal [19], both the intensity and posi-
tion (chemical shift) of the reference peak can be adjusted, making
this a useful but underutilised technique in reaction monitoring.
2.1.3. NMR tubes
Almost all NMR experiments are conducted within NMR tubes.

Routine NMR tubes are thin-walled, made of borosilicate glass, and
are available in a range of different sizes and outer diameters (1–
10 mm). The selection of the diameter depends primarily on the
NMR probe, Section 2.1.1. NMR tubes with an outer diameter (O.
D.) of 5 mm (Fig. 2) are the most common, although 3 mm tubes
can also be used in 5 mm NMR probes.

When only small volumes of sample are available (tens of
microliters), microcells that fit within standard 5 mm NMR tubes
can be used; in these cases it is advisable to also fill the outside vol-
ume with solvent to ensure simpler shimming. NMR tubes are also
available amberised (for light sensitive samples) and in other
materials such as quartz, sapphire or zirconia (for boron and silicon
NMR, as well as for the containment of highly-reactive samples)
Fig. 2. A selection of 5 mm O.D. NMR tubes. (a) plain borosilicate, polyethylene cap;
(b) amberised borosilicate; (c) J Young valve capped borosilicate; (d) titration tube
with screw cap; (e) Shigemi tube with insert – sample held between two ‘matched’
solid glass plugs; (f) Shigemi insert.
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although the cost of these specialised tubes is higher than that of
the standard transparent borosilicate.

For addition of solids to NMR tubes we normally employ a short
disposable Pasteur pipette. This can be placed horizontally on a
simple V-shaped support, e.g. the mouth of a small empty beaker,
placed on a microbalance. Using a micro-spatula, the solid is then
carefully added into the wider bore of the pipette until the desired
weight is measured. Then, after inserting the narrow bore end of
the pipette into the tip of the open NMR tube, simply raising the
pipette vertically usually transfers the solid into the tube. If need
be, a sharp tap on the side of the pipette, or rinsing through with
solvent, can be employed to ensure complete transfer. NMR tubes
are generally capped with Kel-F caps, however silicone or rubber
septum caps can be employed for air-sensitive reactions as they
allow for the injection of sample through a self-sealing lid (see Sec-
tion 2.2.1.2.1) [20,21]. It should also be noted that sample contam-
ination can arise from inadvertent extraction of the plasticiser
present in some NMR tube caps by common organic solvents.

Some variation in the configuration of the tubes exists for dif-
ferent purposes. For example, J Young valve NMR tubes have a
screw fitting in the glass designed to accommodate a PTFE
compression-seal plunger (Fig. 2c). With this system, samples
highly sensitive to oxygen and moisture can be prepared, and tubes
can be kept connected to a Schlenk line if needed. Shigemi tubes
minimise the amount of sample required: the bottom section is
made of solid glass, and an insert (Fig. 2f), again of solid glass, is
then placed above the sample. This ensures that most of the sam-
ple is in the detection region of the radiofrequency coil. The solid
glass sections are designed to match the magnetic susceptibility
of the particular solvent being used. This allows improved shim-
ming of the magnetic field and thus improved spectral resolution
[20,21]. When running chemical reactions in NMR tubes one has
to take into account that the glass surface may react with the com-
ponents of the sample. As an example, borosilicate and quartz glass
react with high concentrations of fluoride or hydroxide anions [22].
These features may not only affect the reaction, but also perma-
nently damage the NMR tube; in such cases, inserts made of perflu-
orinated polymers can be used to avoid direct contact between the
glass and the solution [23].

Several reaction monitoring techniques also require the use of
more specialised equipment such as inserts, capillary tubes, flow
cells, connectors and so on (for more details see Section 2.4). Aside
from the glassware, materials used in these types of equipment
include polymers such as PTFE and PEEK. However, these materials
are not always inert to the reaction conditions. For example, PEEK
absorbs DMSO and MeOH and is incompatible with strongly acidic
or corrosive oxidants such as bromine [34]. As reaction kinetics
can change unpredictably through unplanned reactivity with the
reaction vessel and other components used to assemble the reaction
mixture (syringes, needles, septa, gasses, etc.), caremust be taken to
ensure the compatibility of all materials in the experimental set up.
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2.2. Sampling methodologies

Two crucial initial considerations when designing a mechanistic
study using NMR are the sampling method, and access to the NMR
spectrometer. There are a broad range of techniques available for
sampling, allowing the majority of chemical reactions to be moni-
tored, but although many studies have been reported which make
use of these techniques, very few go into sufficient detail to allow
the uninitiated to apply them [35–40]. One aim of this review is to
provide a more detailed practical account of how these various
techniques are used.

2.2.1. In situ and ex situ sampling methods
There are two distinct categories of methods available to mon-

itor and sample reactions:[39] ex situ, where the reaction is con-
ducted outside the NMR tube, and in situ, where the reaction is
conducted entirely within one NMR tube. In all cases, there is a
time gap between reaction initiation (‘‘t0”) and the acquisition of
the first spectrum after the reaction has started. This gap is often
referred to as the ‘dead time’. The velocity of the reaction relative
to the dead time is a key consideration in deciding what technique
to apply.

2.2.1.1. Ex situ monitoring. In ex situmonitoring, the reaction is con-
ducted exactly as it would be under standard laboratory condi-
tions, with the exceptions that an internal standard is (usually)
also added to the reaction, and that prior to reaction initiation an
aliquot of the solution is taken out and set aside [36,39,41]. Once
the reaction is initiated, small aliquots are taken from the bulk
solution at various recorded time increments. Each aliquot is
immediately quenched and set aside. The quenching technique
used is very dependent on the specific reaction under investiga-
tion, but common methods include addition of acid, base, ligand,
or water, etc., filtration of heterogeneous components, simple
exposure to air, heat/cooling or UV light. Each aliquot can be then
placed in its own NMR tube and diluted (if necessary), and NMR
spectra can then be measured essentially at leisure (Fig. 3). It is
worth noting that this technique is very reliant on the ability to
completely stop the reaction upon exposure to the quenching
agent. It is therefore advisable to test that such quenching is com-
plete, for example by measuring samples again after a short time
delay. If the samples are found to evolve slightly after quenching,
the data can sometimes be corrected, after careful calibration,
based on the time interval between adding the quenching agent
and the NMR analysis.

A variant of this technique involves a series of two or more par-
allel reactions, each of which is quenched at a different time point.
Although this adds a degree of uncertainty to the data (each reac-
tion vessel must be kept under identical conditions over the course
of the reaction), it can be useful in the case of slow reactions. For
example, by setting up a pair of identical reactions, one started
Fig. 3. Schematic of the process of ex situ sampling for reaction monitoring.
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about 10 h after the other, one can ‘interleave’ data-sets to avoid
gaps in the ex situ sampling data while the operator sleeps (Fig. 4).

Ex situ sampling has several advantages: (i) it is compatible
with almost any laboratory reaction, provided a suitable quenching
agent can be found; (ii) it requires only minimal time access to the
NMR spectrometer; (iii) it allows for detailed NMR experiments on
the ’frozen’ reaction aliquots; (iv) these ’frozen’ aliquots can be fur-
ther investigated using other analytical techniques; and (v) after
gaining some experience, it is possible to conduct multiple kinetic
experiments in parallel. However, the ex situ method is highly
labour-intensive, increasingly so as the number of parallel reac-
tions increases. The method also requires a sufficiently large reac-
tion volume that repeated sampling does not perturb the reaction
conditions. As each time point is individually quenched and mea-
sured in a separate vessel, ex situ monitoring is more prone to ran-
dom measurement error than in situ techniques that employ a
single tube, see for example the study of Carbery and Hintermair
and co-workers [33]. Furthermore, the nature of reaction quench-
ing means that transient intermediates are usually lost. Despite
the limitations, ex situ monitoring remains a very powerful, but
somewhat underutilised tool – possibly due to the amount of work
required to generate a single kinetic profile.

2.2.1.2. In situ monitoring. If sufficient access to an NMR spectrom-
eter can be secured, reaction monitoring can be conducted by
in situ techniques, where the reaction takes place entirely within
the volume of the NMR tube or flow cell. There are some important
differences in the implementation of chemical reactions within
NMR tubes compared to ordinary laboratory ‘benchtop’ proce-
dures. The most important distinction is mixing: without specialist
techniques, reactions in NMR tubes cannot be stirred [40,42]. As
much as is practically feasible, solutions and components should
be pre-mixed prior to addition to the NMR tube. When additional
components do need to be added individually direct to the tube,
the tube should then be sealed with a cap, septum, or PTFE valve
(Fig. 2), and the solution thoroughly mixed through a combination
of inversion and vigorous horizontal shaking of the NMR tube
along its length; we emphasise vigorous, as solutions in NMR tubes
tend to move as a plug when only moderately agitated. Vortex
mixers can also be useful in this regard, but should be used with
care with fragile NMR tubes.

In the case of oxygen- or water-sensitive reactions and reagents,
special care needs to be taken. Several excellent guides are avail-
able on this topic [43–47]. For NMR reaction monitoring, the reac-
tion must be conducted using solvents (and liquid reagents) that
Fig. 4. The staged-initiation strategy for reactions taking >12 h in which two (or
more) datasets are ‘interleaved’.



Fig. 5. Schematic representations of (a) the continuous in situ reaction monitoring
process; (b) the interrupted in situ reaction monitoring process; (c) the periodic
activation in situ reaction monitoring process.
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have been rigorously dried and degassed, and it is advisable to con-
duct the monitoring in a J Young valve NMR tube [28]. If it proves
necessary to add reagent to the tube, several options are available
depending on the degree of sensitivity of the reaction. The atmo-
sphere within an NMR tube remains relatively static, so for many
reactions the process will not be noticeably altered if the cap is
briefly removed to add a reagent and then rapidly replaced. For
more sensitive reactions, reagents can be injected directly through
a septum cap, or added via the J Young valve which is then imme-
diately purged with inert gas. In the case of especially air-sensitive
reactions, the tube should be opened within a glove box, additional
reagents added, resealed, and taken out for mixing and monitoring.
This operation can consume a considerable amount of time, and if
required the solution in the sealed NMR tube can be frozen prior to
transport back to the spectrometer and then rapidly thawed for
analysis.
2.2.1.2.1. Continuous in situ monitoring. In the continuous in situ
procedure, the reaction takes place entirely within the NMR tube
in the spectrometer probe, allowing for the monitoring of reactions
over a period of minutes to hours, with very good control over the
reaction temperature. Unless one has exclusive access to a spec-
trometer, the technique is not suited to the monitoring of reactions
that take hours to days. The first stage in the process is to assemble
as many of the reaction components as it is possible to combine in
solution without initiating the reaction, or side reactions, (in most
cases all but one reagent) in an NMR tube. The solution volume
should ideally be as close to the final volume as possible; and
the volume should be such that there is a sufficient portion above
the active volume of the probe to avoid the need to change shim
settings later. For standard 5 mm O.D. NMR tubes, the required
total volume is usually about 600 mL. The tube is then inserted into
the probe of the spectrometer, the pre-acquisition operations (Sec-
tion 2.1.1.1) are performed, and a spectrum is acquired. This initial
spectrum provides the ‘t = 0’ datapoint. The NMR tube is then
removed from the spectrometer and the final reagent added. The
tube is sealed, the contents rapidly mixed (see above) and the tube
reinserted into the spectrometer (Fig. 5a) [26,28,48].

As the spectrometer has just been tuned, matched and
shimmed on the t = 0 sample, and provided there is not a signifi-
cant change in the contents, the first spectrum can usually be
acquired without delay; i.e. avoiding many of the pre-acquisition
operations such as matching, tuning, and shimming (Sec-
tion 2.1.1.1). The tube remains in the NMR probe until the reaction
proceeds to the desired extent of completion. Most spectrometers
can be programmed to automatically acquire a series of spectra at
defined intervals. In cases where addition of the final component(s)
results in a significant change in the sample (e.g. volume, density,
ionic strength, or homogeneity), a ’dummy sample’ can be used for
the pre-acquisition operations (Section 2.1.1.1). The dummy sam-
ple is prepared using an identical NMR tube, containing an identi-
cal volume of solution to the reaction to be studied, with as similar
as possible a composition to the reaction mixture, but chemically
inert. It is often possible to use an identical reaction that has been
initiated earlier as the dummy sample [28].
2.2.1.2.2. Interrupted in situ monitoring. This process is similar to
continuous in situ monitoring, but employs the typical automation
set up found in most research NMR facilities; that is, the spectrom-
eter automatically loads, locks, tunes, matches and shims the sam-
ple, before measuring a spectrum and then returning the tube to
the auto-sampler system. The first step of this protocol, Fig. 5b, is
identical to continuous in situ monitoring, up to the point that
the final components are mixed into the tube and returned to
the spectrometer. The final components are added to the tube,
the time recorded, and the tube returned to the auto-sampler. This
time, rather than programming the spectrometer to take a series of
spectra without re-shimming the sample each time, the spectrom-
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eter is commanded to automatically insert the sample, conduct all
the necessary preliminaries, take a spectrum, and then eject the
sample, repeating this cycle a set number of times at pre-set inter-
vals; most standard NMR control software has easy-to-use pre-
existing options for this. This has the major advantage that it
allows for other samples to be run on the same spectrometer
between kinetics time points; however, this means that the time
points by necessity must be much further apart than those that
can be achieved with continuous in situ monitoring [26]. Addition-
ally, as the sample is continuously changing position from within
to outside of the probe and vice versa, the temperature of the reac-
tion cannot be accurately controlled, although this can be partially
overcome by manually removing the sample and storing in a ther-
mostat bath between time points [24].

2.2.1.2.3. In situ monitoring by periodic activation. The final, and
least common, methodology we term ‘periodic activation in situ
monitoring’. This is a technique that is only applicable in the case
of reactions where the rate of reaction can be controlled through
external stimuli [49]. Examples of such stimuli are light, heat and
microwave irradiation. It is important to note that, despite the
use of an external stimulus, this is not an ex situ technique as the
entire reaction is conducted within a single NMR tube. If the reac-
tion only proceeds at a significant rate in the presence of the stim-
ulus, is possible to interrupt the reaction at any point by removing
the stimulus, measure a spectrum, and then to restart the reaction
by reapplication of the stimulus. This is notably distinct from
quenching, which irreversibly stops the reaction. Thus, after
acquiring an initial NMR spectrum of the solution, it is removed
from the spectrometer and then subjected to the external stimulus
for a set amount of time (Fig. 5c).
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After this time the stimulus is removed (for example the tube is
rapidly cooled to room temperature, or placed in the dark) and an
NMR spectrum can be taken at leisure. The sample is then ejected
from the spectrometer, and subjected to the external stimulus, and
the cycle repeated until the reaction reaches the desired extent of
completion. Care must be taken that there is no reaction, or other
undesired process, in the absence of the stimulus, and control
experiments should be conducted to establish this. Periodic
in situ reaction monitoring can be a powerful tool, since the NMR
spectroscopy can be conducted at leisure – allowing high S/N
and more complex NMR experiments to be conducted. Another
important consideration is that the NMR spectrum is being mea-
sured in the absence of the reaction stimulus, and the sample is
thus under different conditions to those that apply when the reac-
tion is proceeding. As such, it can sometimes be possible to analyse
and characterise intermediates that would be short-lived under the
reaction conditions; see Case Study 14 for an example of this.
2.2.2. Choosing a sampling method
There is a wide choice of standard techniques that can be

employed for reaction monitoring by NMR, as well as some more
advanced and specialisedmethods that are discussed in Section 2.4.
Each method has its own advantages and disadvantages, and a
number of considerations must be taken into account when choos-
ing a suitable sampling method to be used, as summarised in the
flowchart in Fig. 6.

The first factor to consider is ’NMR tube compatibility’. Not
every reaction can be conducted within an NMR tube. The presence
of a heterogeneous component in the reaction medium causes two
problems. Firstly the volume within a static (or spinning) NMR
tube undergoes very poor vertical (z-axis) mixing, leading to stag-
nancy and chemical gradients. Secondly, if the heterogeneous com-
ponent is a solid or suspension, this can reduce, sometimes
severely, the line shape and spectral resolution [3,7]. Similarly,
reactions that require the presence of an aerobic oxidant are often
unable to proceed efficiently due to the limited headspace above
the reaction volume, and the poor vertical (z-axis) gaseous mixing
in the headspace. Reactions that require the addition of gaseous
reagents are technically challenging, with gas bubbles causing S/
N reductions due to inhomogeneity and decreased amount of sam-
ple in the active volume. Reactions that generate gas can also be
unsuitable due to pressure build-up in a sealed NMR tube and
potential for damage to the probe. If such reactions can be
quenched, then they can still be monitored by ex situ sampling;
otherwise, a more specialised technique, such as continuous flow
NMR (discussed in Section 2.4.3), or the use of high-pressure
NMR tubes, is required. If the reaction can be conducted in situ,
the next factor to consider is whether the reaction can be con-
trolled by external stimuli.

In many cases a reaction that can be monitored by periodic acti-
vation can also be monitored with other specialised or non-
specialised techniques. For example, photochemical reactions can
be monitored either by periodic activation or by continuous
in situ illumination NMR spectroscopy (see Section 2.4.2.2), or
both. Another major factor to consider is temperature. In the case
of reactions conducted ex situ the usual considerations for any lab-
oratory reaction apply. However, several more are present in the
case of reactions conducted within NMR tubes. In addition to fac-
tors such as solvent freezing and boiling points, the possible tem-
perature ranges the specific spectrometer used can operate in must
be considered. In the case of reactions conducted at extreme tem-
peratures the practicality of NMR tube assembly must also be con-
sidered. Thus, even if the spectrometer probe is capable of
measuring samples at cryogenic temperatures, without the use of
specialised equipment it is challenging to keep a sample in an
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NMR tube cold whilst adding it to and removing it from the probe,
or whilst adding additional reagents.

For interrupted monitoring employing automatic sample
changers, the temperature of the sample when it is outside of the
probe will depend on the ambient temperature in the NMR instru-
ment room or sample changer thermostat. For manual interrupted
monitoring, samples can be placed in thermostatic heating or cool-
ing baths when outside the probe. Within the probe, however, the
temperature can often be very well controlled in comparison to a
benchtop laboratory reaction, and spectroscopic methods such as
the NMR methanol thermometer can be used to measure sample
temperature with a reasonable degree of accuracy [50].

The final, and arguably most critical, consideration when choos-
ing a sampling technique is timescale. While technically either
continuous or interrupted in situ monitoring is possible for long
reactions, in the interests of conserving valuable instrument time,
interrupted in situ monitoring is often preferred if possible. How-
ever, for reactions shorter than a few hours, continuous monitoring
is required to achieve useful data density. As reactions become fas-
ter, the limit of what can be easily achieved even by continuous
in situ monitoring by conventional means is reached. By changing
factors such as catalyst loading, concentration, and temperature,
the timescale of a reaction can sometimes be adjusted to facilitate
NMR analysis by simple conventional sampling methods. However,
for very fast reactions (lifetimes shorter than a few minutes) spe-
cialised techniques such as rapid-injection or stopped-flow NMR
(Section 2.4.4) must be used.

2.3. NMR monitoring methods

After selecting the sampling method, a number of other factors
must be considered prior to embarking upon kinetic measurement.
There is usually little choice of which reagents can be employed, as
these are specific to the process being studied, but if there are
options, low reactivity and ease of handling should be considered:
the NMR laboratory is usually far less well equipped for chemical
manipulation than the standard wet chemical research laboratory.
Most importantly however, one must select which nucleus/nuclei
will be used to monitor the reaction, and what specific NMR
parameters will be employed, e.g. pulse sequence, number of
scans, acquisition time, or relaxation delay.

2.3.1. Selection of components and conditions
2.3.1.1. Choice of substrate. Mechanistic studies do not usually
apply to just a single transformation, but rather to a class of trans-
formations, often with a large range of viable substrates. However,
to constrain an NMR-based investigation to a reasonable time-
scale, and to more directly isolate the process from other variables,
it is normal practise to select just one or a few examples for
detailed study. This selection must occur at a very early step in
the mechanistic study, and should thus be made carefully to avoid
having to revise the selection later and repeat a large number of
measurements. The examples should be representative of a typical
reaction of the class being studied. The chemicals employed will
ideally be safe, stable, non-volatile, soluble in the desired solvent
system (Section 2.3.1.3) and readily available in reasonable quanti-
ties. It is also pertinent to choose substrates containing functional
groups which contain nuclei favourable for NMR monitoring.
While it is good to study a system that primarily undergoes the
desired reaction (i.e. proceeds to high conversion with reasonable
yield), the presence and behaviour of side reactions can often also
provide much insight into the system, and one or more substrates
displaying such behaviour should be included [29].

2.3.1.2. Choice of nucleus. In principle, all nuclei with non-zero spin
quantum number are NMR active. It is common that the studied



Fig. 6. Flowchart for method selection in the analysis of organic/organometallic reactions and their kinetics by NMR spectroscopy.
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system contains more than one NMR-active nucleus which could
be used to monitor the reaction. However, not all of these nuclei
will be suitable for the timescale of the studied reaction. There
are at least four factors which need to be considered: sensitivity,
relaxation time, chemical shift range, and the complexity of the
spectrum. As one limitation of NMR spectroscopy can be its intrin-
sically low sensitivity, the first thing to be considered is the sensi-
tivity of the nuclei available to be studied. Nuclei with low
sensitivity result in lower signal-to-noise ratios, and at the limit
of sensitivity the signal becomes hidden in the noise [51]. In order
to achieve suitable S/N, nuclei with high natural abundance and
gyromagnetic ratio are preferable. The properties of selected nuclei
are shown in Table 2; 1H has the highest sensitivity, closely fol-
lowed by 19F.

Although lowering the temperature of the probe or increasing
the magnetic field can improve the S/N, a more practical way is
to increase the number of scans or to use a more concentrated
sample. The former can only be used when monitoring a slow reac-
tion, because of the longer time required to acquire a spectrum.
Ideally, there should be as little as possible change in the chemical
state of the sample between the start and end of the measurement
of a single time point. Similarly, it is often impractical to increase
sample concentration, particularly if one wants to investigate a
37
reaction at a series of concentrations. In the cases of nuclei with
low natural abundance (e.g. in the cases of 2H or 13C) isotopic
enrichment (see Section 5) can be employed to improve the sensi-
tivity [52,53].

The second factor that needs to be considered is the relaxation
time. There are two types of relaxation: spin–lattice relaxation (T1)
and spin–spin relaxation (T2), see Section 3. The practical implica-
tions of T1 relate to signal intensity and hence effective quantita-
tion, and as a general rule a shorter T1 is desirable. In contrast,
the effect of T2 is to determine the linewidth of the signal – a longer
T2 corresponds to a sharper line, and so typically a longer T2 is pre-
ferred. There are many relaxation mechanisms [4], and the relax-
ation rates of the same type of nucleus in different compounds
can be substantially different, For example, the T1 values for PPh3

and OPPh3 (both 0.1 M in 9:1 THF/H2O, at 27 �C) are 16.0 s and
3.6 s respectively [54]. In addition, as a general rule nuclei with
spin = 1/2 have signals with a narrower line than those from
quadrupolar nuclei (spin > 1/2; some common examples include
11B, 14N and 17O), which tend to have broad signals, due to fast
quadrupolar relaxation.

Quadrupolar nuclei can also cause line broadening of the signals
of other nuclei coupled to them. Broader signals are typically both
harder to integrate than narrow signals, and much more prone to
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peak overlap, making them less suitable for reaction monitoring,
although with care they can be used. Hydrogen and carbon are
ubiquitous in organic chemistry, and 1H/13C NMR spectroscopy
can provide a large amount of structural information about the sys-
tem being studied. However, as the number of species present in
one solution (the starting materials, product, side products and
any observed intermediates) increases, the 1H and 13C spectra of
the monitored system become increasingly complex. In such cases,
peak overlap can be so severe that discriminating between peaks,
and hence reaction monitoring, becomes unfeasible.

Often the observation of X-nuclei (i.e. nuclei other than 1H) can
greatly simplify the spectrum and provide some extra insights into
the reaction. Additionally, the use of nuclei other than 1H can elim-
inate the need for solvent peak suppression techniques or use of
deuteriated solvent (see also Section 2.3.1.3). Among the X-
nuclei, 19F is a particularly good candidate: it has spin = 1/2,
100% natural abundance, a sensitivity close to 1H, and a large
chemical shift range [55]. Many reactions result in only subtle
changes in the structures of the reactants, intermediates and prod-
ucts. Nuclei with larger chemical shift ranges are thus more suited
to reaction monitoring because their chemical shifts, d, are more
sensitive to changes in the chemical environment, making 19F
labelling (see Section 2.3.3.1) a useful strategy for reaction moni-
toring. In general, 19F has a T1 similar to 1H, meaning that with suit-
able parameters quantitative NMR spectra of 19F can be obtained in
a comparable time. 31P also has spin = 1/2, a 100% natural abun-
dance, and a large chemical shift range, but it has lower sensitivity
than e.g. 1H or 19F. Hence a 31P NMR experiment usually requires a
longer time, with a longer delay between scans, and more scans are
required for acceptable S/N. Nonetheless, it remains a powerful
technique, for example in kinetic studies of reactions catalysed
by metal-phosphine complexes [56,57].

Finally, extra precautions are required for 10B, 11B, 27Al or 29Si
NMR spectroscopy. Ordinary NMR tubes are made of borosilicate
glass, and most NMR probes also contains glass. The glass gives rise
to broad background peaks that can affect the measurement. The
signals from the tube can be eliminated by using special tubes
made of other materials, as discussed in Section 2.1.1. Alterna-
tively, one can take a reference blank spectrum prior to experi-
ment, and subtract it during processing. However, this procedure
is time-consuming, and the resultant spectrum may not be accu-
rate enough for quantitative analysis.

2.3.1.3. Choice of solvent. Many of the factors to be considered
when choosing a suitable solvent for a particular experiment are
the same as those for the equivalent laboratory reaction. It is
essential that all reactants, intermediates and products are soluble,
so that there is no precipitation during the course of experiment
which will affect kinetics, quantitation and the resolution of the
spectra. It is also important to consider the chemical properties
of the solvent. Chloroform is rarely used in laboratory chemistry,
but frequently employed as a solvent for NMR. On exposure to
Table 2
Properties of selected NMR-active nuclei. Sensitivities are relative to 1H assuming an equal n
for routine spectra. Relative sensitivity values are compared at 100% abundance.

Nucleus Spin quantum number Natural abundance (%) Relative sensitiv

1H 1/2 99.99 100
2H 1 0.01 0.965
11B 3/2 80.10 16.5
13C 1/2 1.07 1.59
19F 1/2 100.00 83.4
29Si 1/2 4.69 0.786
31P 1/2 100.00 6.65
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air and light, or heat, chloroform slowly degrades to HCl and toxic
phosgene [58]. The presence of stabilisers that decompose the
phosgene leads to further accumulation of HCl, and potentially
the decomposition of acid-sensitive analytes. Furthermore, ethe-
real solvents, such as THF, undergo autoxidation to form peroxides,
which in addition to being a safety hazard can also affect the mech-
anism and kinetics of the reaction being monitored [25,59].

Solvent viscosity also affects the quality of spectra: samples
prepared in a less viscous solvent, for example acetone, tend to
have a longer T1 and T2, which leads to better S/N and narrower
lines [60]. Viscosity also affects mass transfer and diffusion rates
which can also affect spectral quality, as well as the reaction kinet-
ics [61].

Cost might be another factor to consider, especially if the exper-
iment requires large amounts of solvent, such as in the case of a
flow system. The price of some deuteriated solvents is very high,
and many common laboratory solvents are not available in deu-
teriated form. Although deuteriated solvents are routinely used
for preparation of NMR samples, their use is not essential for
NMR experiments, and with appropriate solvent suppression,
non-deuteriated solvents can also be used for 1H NMR spec-
troscopy [62,63]. There are many solvent suppression methods,
each of which has different advantages and disadvantages [64].
Reactions where the solvent plays a role may also be subject to sol-
vent isotope effects, usually by exchange of protons with the ana-
lyte, a kinetic aspect that can be valuably probed using defined
mixtures of the deuteriated and non-deuteriated solvent.

One advantage of using deuteriated solvent is that it provides a
convenient lock reference. It is crucial that NMR spectrometers
maintain a stable magnetic field strength during an experiment,
because fluctuations in magnetic field strength will cause shifts
in signals and a loss in resolution. The lock system regulates the
field strength by monitoring the dispersive-mode signal of the sol-
vent deuterium resonance [51]. In principle, other nuclei can also
be used (e.g. 1H, 19F) [65], but deuterium is the most convenient
one, and most spectrometers are set up to use it by default. For
samples which contain no lock nuclei, a co-axial insert or capillary
insert containing deuteriated solvent can be used to provide an
external lock (Fig. 7) [19].

Spectra can also be recorded in unlocked mode. For experi-
ments with short single spectrum acquisition time (e.g. up to sev-
eral minutes), using the unlocked mode is completely harmless as
the change in magnetic field strength over this period is tiny, and
will have a negligible effect on the resultant spectrum; the exact
time limit depends on the drift rate of the magnet. The effect of
drift is more problematic for spectra with longer acquisition times.
For NMR experiments which take a long time due to sensitivity
considerations, the acquisition can be subdivided into shorter
blocks where the field drift is negligible. After Fourier transforming
and manual frequency referencing, the frequency domain spectra
may then be added to produce the final spectrum corrected for
drift [51]. The deuterium signal is often used for field homogeneity
umber of nuclei at constant magnetic field and temperature. Chemical shift ranges are

ity (%) Chemical shift range (ppm) Resonance frequency at 9.4 T (MHz)

13 400.13
13 61.42
110 128.38
200 100.61
700 376.50
540 79.50
430 161.98



Fig. 7. Experimental assembly for co-axial and capillary inserts. The use of PTFE
spacers ensures the capillary tube is held co-axial. Use of a capillary tube without
spacers allows for addition of reagents and mixing, etc., albeit with an impact on
shimming.
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(shimming), so alternative approaches are required to shim a non-
deuteriated sample; Hoye et al. provide a practical and detailed
guide [62].

For 1H NMR spectroscopy, another advantage of using a deuteri-
ated solvent is that it strongly attenuates the solvent signal. An
NMR sample typically contains hundreds to thousands of times
more solvent than analyte. The presence of a large solvent peak
can mask the peak of interest, and lead to distortion of spectra if
the concentration difference between solvent and analyte is too
large [64]. For a dilute sample, even with a 99%-deuteriated solvent
the residual solvent peak can still be large. Thus, it is advisable to
consider the chemical shift of the solvent to avoid peak overlap; a
guide to the 1H and 13C NMR chemical shifts for common solvents
is available [66]. Deuteriated solvents, especially D2O and CD3OD,
can cause loss of signal of labile protons due to H/D exchange.

Chemical shifts can vary significantly between different sol-
vents. The extent to which the chemical shifts change and the
direction of change, can vary substantially between different com-
pounds. Changes can also occur in other components in a mixture.
For example the chemical shift of water ranges from 0.40 ppm in
C6D6 to 4.87 ppm in CD3OD. [66,67] In cases where reaction mon-
itoring is affected by signal overlap, it can sometimes be beneficial
to change the solvent, or add a co-solvent; however the potential
for this to change the mechanism should be borne in mind.
2.3.2. Other instrumental considerations
Prior to acquiring a series of individual NMR spectra at varying

time points as the reaction progresses for kinetic analysis, several
acquisition parameters such as number of scans, acquisition time,
and relaxation delay must also be considered. Spectral sensitivity
is proportional to the square root of the number of scans: increas-
ing number of scans will increase sensitivity, but at the expense of
increasing the time taken to acquire a single spectrum. This in turn
reduces the data density in the final temporal concentration data-
set, i.e. the number of specified time-points during the reaction for
which the concentrations of various species are determined. This is
especially problematic for fast reactions. The acquisition time and
relaxation delay are both related to the T1 relaxation times of the
species being studied. Thus, if one or more of the species has a long
T1, it will not fully recover magnetisation prior to application of the
next RF pulse, leading to unreliable quantitation. Details of how to
ensure quantitative NMR analyses can be found in reviews by Roy
and Bharti [19], and by Larive and co-workers [53].
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2.3.3. Strategies for monitoring
2.3.3.1. 19F labelling. For kinetic studies, one should aim to deter-
mine the concentration of as many of the reaction components
as feasible or convenient for each time point. A useful strategy
for this is 19F labelling [55], and we have developed this exten-
sively over the last decade using p-F-C6H4. 19F labelling is usually
effected by using a reagent or reactant containing a –F, -CF2- or -
CF3 group (commercially available or synthesised in-house) and
monitoring the reaction by 19F NMR spectroscopy. By strategic
placement of the 19F label, the process of interest can often be
monitored with very little influence of the label on the kinetics
or selectivity, although control reactions should be made to con-
firm that this is the case. The use of 19F labelling is advantageous
for a number of reasons [68]. As discussed previously, 19F has an
intrinsically high sensitivity, and as such can be used for monitor-
ing fast reactions, even with just single-scan spectra. Additionally,
as the chemical shift of fluorine is very sensitive to its environ-
ment, the 19F label does not need to be very close to the reactive
centre. This prevents a significant influence of the label on the
reaction of interest, while often still allowing for the ready distinc-
tion between different reaction components, without peak overlap.
However, full assignment of signals can be difficult because the
changes in chemical shift can be small or negligible for
structurally-similar compounds. Moreover, as small changes in
chemical shift can be caused by differences in sample temperature,
concentration or composition, the use of literature chemical shift
values is often not sufficient for reliable assignments. If feasible,
‘spike-in’ experiments using independently prepared reference
materials are recommended.

2.3.3.2. Reaction monitoring by proxy. In cases where the direct
determination of the concentration of the compound of interest
is impossible (for example, due to serious peak overlap, or the lack
of an NMR-active nucleus), an indirect approach can be used. With
some insights into the mechanism and/or stoichiometry of the
reaction, the concentration of the compound of interest can be
indirectly determined based on the concentrations of other com-
pounds with determinable concentrations. For example, in the
hydrolytic decomposition of an arylboronic acid (Ar-B(OH)2), to
generate the corresponding arene (Ar-H) plus B(OH)3 (see Case
Study 1), the arene concentration can be determined indirectly
from the growth of the B(OH)3 signal in the 11B NMR spectrum.
However, great care must be taken to ensure that the assumed cor-
respondence is correct. In the latter example, B(OH)3 can also be
extracted from the borosilicate glass wall of the NMR tube and thus
corrupt the analysis.

2.4. Specialised techniques

The following section summarises the type of instrumentation
and most common specialised techniques used in the monitoring
of reactions. The representative set-ups discussed here have been
chosen both due to their acceptance within the community, and
the fact that they can be used within different spectrometers with-
out the need for probe modification. For each method, there will be
a brief description of its design, as well as a short discussion of the
main factors to take into account when applying it. This is not
intended to be an exhaustive detailed list. For further information
on additional designs, probes or alternative special methods for
reaction monitoring [69–73] we encourage the reader to consult
the publications cited in this section and references therein.

2.4.1. Ex situ monitoring by rapid quenched-flow
Quenched-flow is an ex situ sampling method that uses flow

chemistry to both initiate and then quench the reaction. Although
a series of experiments are needed to build up the temporal profile,



Y. Ben-Tal, P.J. Boaler, Harvey J.A. Dale et al. Progress in Nuclear Magnetic Resonance Spectroscopy 129 (2022) 28–106
the technique benefits from the ability to make NMR measure-
ments over any time period on the quenched, and thus ‘time-
stable’ sample. Using this method high S/N can be gained with
low concentration samples, and multidimensional NMR methods
can be applied, for reactions that occur in the millisecond to second
time range [74–76]. In addition, it possesses the advantages of any
other ex situ technique, e.g. the sample can additionally be anal-
ysed by other methods, e.g. IR, UV, HPLC [77,78].

The set-up generally consists of three syringes – two containing
reactant solutions, one containing the quencher – and two efficient
mixers (Fig. 8) [79]. The three syringes are simultaneously moved
at a known velocity by the action of a drive plate, and the reaction
is initiated by combination of the reactant solutions in the first
mixing chamber. The solution containing the nascent reaction is
then flowed through an ‘ageing loop’ into a second mixer where
it reacts with the quencher, prior to removal of the sample from
the ’collection loop’ for analysis. Introduction of the quencher gen-
erates a stable solution, in which partial conversion of reactant(s)
to product(s) has occurred. The quencher must quantitatively ter-
minate the reaction being studied, on a time scale much faster than
the reaction. It must also generate a solution containing at least
one component that quantitatively reflects the evolution of the
reaction at the time-point of quench (substrate, or derivative
thereof, or product).

There are three mechanisms by which the timing of the quench
can be accurately controlled. The first is by changing the flow rate
between runs, whilst ensuring that it is above the flow threshold
for turbulent flow in the mixing chamber. The second is by varying
the ageing loop volume: most equipment is provided with a series
of aging loops. The third is by interrupting the flow; in other words
temporarily leaving the reaction static in the ageing loop before
beginning flow again to transport the ’aged’ reaction to the quench
point. All modes require large volumes of reactant solutions to gen-
erate a series of quenched samples with sufficient temporal data
density. This aspect must therefore be considered when using
expensive, hazardous, or precious chemicals.
2.4.2. In situ monitoring of reactions requiring external stimuli
2.4.2.1. High-pressure NMR. Several metal-catalysed reactions
require the use of gas reagents such as hydrogen [80,81], carbon
monoxide [82,83] or ethylene under high pressures to proceed.
In addition, some chemical processes can also exhibit pressure-
dependent kinetics, and the study of this can provide further
mechanistic insight [84–86]. The use of high pressures (>2 bar) is
not compatible with standard NMR glass tubes. In these cases,
monitoring the reactions within the spectrometer requires the
use of specialised NMR tubes, pressure control systems, and effi-
cient ways to effect proper mixing between the gas and the liquid
phase [87–92].

The most common designs used to carry out chemical reactions
involving gaseous reagents under high pressure involve thick-
walled NMR tubes attached to an engineered gas inlet. These set-
Fig. 8. Schematic representation of a quenched-flow system, operated in ‘contin-
uous flow’, or in ‘interrupted flow’ modes, for shorter and longer ageing times
respectively.
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ups can be transported, and do not require modification of the
NMR probe. As such, they have the advantage that they can be used
in any spectrometer, with all the benefits of its associated proper-
ties (sensitivity, temperature control, and customisations). The
tubes are commonly made of sapphire due to its robustness, chem-
ical stability and non-magnetic properties, although quartz and
zirconia tubes are also used. However, despite the resistance of
sapphire to high pressures, the tubes are sensitive to vibration
and should not be used with sonicators.

A particular design called the Wisconsin-High Pressure NMR
Reactor (Wi-HP-NMRR) has attracted attention in the community
since its appearance in 2015 [91]. This system has recently allowed
the in operando NMR study of organometallic processes at pres-
sures up to 70 bar [93–96]. The system has a titanium holder that
couples to the tube, and delivers liquid, gas, and washing solvent.
The reaction can therefore be fed with gas during the delays in
the pulse sequences prior to excitation and acquisition, allowing
efficient gas–liquid mixing and preventing the ‘starvation’ of the
reaction. Additionally, the use of the liquid delivery system and
wash unit makes it possible to conduct a series of batch reactions,
washing the reactor between runs without taking it out from the
spectrometer.
2.4.2.2. In situ illumination NMR. The use of in situ illumination
devices is important both to study various photochemical pro-
cesses (such as photocatalytic reactions and photoswitches), and
for more NMR-focused applications such as photo-CIDNP (Chemi-
cally Induced Dynamic Nuclear Polarisation) and sensitivity ampli-
fication by use of para-H2 (briefly discussed in Section 2.4.5) [97].
The properties of the light source (wavelength, intensity, efficiency
and width of emission band) must be known, as these will influ-
ence the reaction being monitored. In addition, during in situ illu-
mination NMR the sample must be irradiated in a uniform
manner, particularly in optically dense samples, to maximise the
sensitivity of the experiment and minimise concentration gradi-
ents. In this context, several devices involving irradiation from
the bottom, the side or the top have been explored and reviewed
in the literature [98,99].

In general, systems that involve illumination from above or
inside the sample have been widely adopted due both to their sim-
plicity and to their versatility and lack of spectrometer customisa-
tion required. The in situ illumination-NMR set-up in Fig. 9, first
reported in 2013 [100] has been the most extensively used to date,
with a number of applications in the study of organic and
organometallic reactions [101]. The set-up is based on the use of
a co-axial insert containing a sand-blasted fibre-optic cable, con-
nected to a light-emitting diode, inside an amber 5 mm NMR tube.
This allows uniform irradiation of the solution while preventing
external interference. The use of the light-emitting diode (LED)
as illumination source allows for narrow emission bands, high
emission efficiencies, and the coverage of a wide range of wave-
lengths (265–1100 nm). In addition, the device is controllable
directly from the NMR console, which is useful for investigating
the behaviour of the reaction under both continuous and pulsed
irradiation, important for testing for the presence of ‘dark’ pro-
cesses [102].

Taking advantage of the simplicity of the in situ illumination-
NMR system, the same group has developed a combined UV–VIS/
NMR device that not only illuminates the reaction, but also allows
simultaneous monitoring by NMR and UV–VIS spectroscopy [103].
Despite the wide applicability of both of these devices, they still
present some limitations: they are not compatible with high-
pressure tubes, they cannot be used to study reactions that need
a constant supply of gases, and the in situ addition of liquids while
illuminating is not yet possible. Moreover, although the individual



Fig. 9. Schematic representation of an in situ illumination NMR system [100,103].
For an example application of in situ illumination NMR see Case Study 15.
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components can be purchased from commercial suppliers, the
overall system is not, and currently has to be built in-house.
2.4.2.3. In situ Electrochemistry-NMR. The study of electrochemical
reactions in situ may lead to the identification of important inter-
mediates and the assessment of their structure, which is difficult
by other sampling methods [104–106]. In addition to the advan-
tages linked to monitoring the reaction by NMR, the use of electro-
chemistry means that it is also possible to measure the temporal
evolution of the current, and electrochemical potential, and even
simultaneously record a voltammogram [107]. However, precau-
tions must be taken as the effect of a magnetic field in an electro-
chemical process is not innocent: the current density generated
interacts with the magnetic field of the spectrometer to generate
the so-called Lorentz force. As a result, the sample is stirred, which
affects both the transport of electrolytes and the difference in
potential between the solution and the electrode [108–110]. These
are parameters of the utmost importance in reactions controlled by
mass transport and charge transfer, respectively. To avoid drawing
incorrect conclusions, it is highly advisable to assess whether this
type of monitoring affects the kinetics and mechanism of the pro-
cess, by comparison with a reaction outside the magnet.

Similarly to the in situ illumination devices, electrochemical
cells also involve the use of NMR tubes and inserts containing elec-
trodes, and have also not been commercialised to date, and must
therefore be built in-house [106,108,111,112]. As with all in-
house systems, they should be calibrated before use. For this pur-
pose, the reduction of parabenzoquinone can be used as a test reac-
tion. Contrary to the in situ illumination set-ups, in situ
electrochemistry-NMR devices require radio-frequency filters
(chokes) at the tops of the electrodes to attenuate the noise in both
the NMR and electrochemical data caused by interference between
the two components. In addition, the presence of the electrodes
inside the NMR tube negatively influences the quality of the
NMR spectra, leading to broadening of the signals and poorer sig-
nal to noise ratio. For this reason, the applicability of this technique
has been restricted to simple reactions producing NMR signals
with little or no overlap [113–115]. Different systems with differ-
ent electrode configurations (wires, metal-coated thin-films, car-
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bon fibres) have been reported in the literature, and their
properties, ease of fabrication and influence in the NMR spectra
reviewed [112]. However, no particular device has yet been widely
adopted, and a more accessible and practical set-up is yet to be
developed.

2.4.3. Real-time monitoring by flowing the sample into the
spectrometer

A technique that is compatible with the real-time monitoring of
reactions requiring a high degree of manipulation or control is on-
line NMR. In this case the appropriate flow instrumentation is uti-
lised to continuously pump a small proportion of the reactor con-
tents through the spectrometer (Fig. 10).

This has been made possible by the development of different
flow cells and NMR probes compatible with both high-field and
low-field spectrometers [116–121]. For smaller reaction volumes,
microfluidic flow probes have been developed, and are ideal for
monitoring biological reactions with limited sample availability
[122–125]. The general advantages of on-line monitoring are bet-
ter control of the reaction parameters (temperature, pressure and
stirring), compatibility with different types of reactors and reaction
mixtures, and the possibility of adding chemical agents without
the need to stop data acquisition [8,126,127]. In addition, reactions
can be simultaneously analysed by other methods [128–130] and
the use of a flow system can facilitate the concatenation of NMR
with other analytical tools such as UV–VIS, IR or HPLC [131,132].

One of the parameters that influences the time-scale of the
experiments to be monitored is the flow rate. Most systems do
not employ a pre-polarisation reservoir, and thus the maximum
flow rate will be limited by the nuclei with the longest T1 present
in the sample [133–135], although faster rates can be used if the
effect of a flowing sample on the intensity of the signals is properly
taken into account [39]. Thus, it is highly advisable to measure the
T1 relaxation times of all the nuclei to be monitored under static
conditions, prior to carrying out monitoring under continuous flow
conditions. Also, it is beneficial to check that appropriate NMR
pulse flip angles and delays are being used while monitoring, as
they may affect the signal intensity as well [39].

Undesired results arising from flowing a sample through the
spectrometer can include insufficient pre-magnetisation (i.e. the
unequal spin population required for the RF-pulse-induced FID,
see Section 2.1.1) and incomplete purging (flushing out) of the
active volume [134]. Efficient pre-magnetisation requires slower
flow, efficient purging requires faster flow. Insufficient pre-
magnetisation arises when the sample does not interact long
enough with the magnetic field prior to application of the RF pulse,
and leads to reduced signal intensities. In addition, the different T1
values of the species being measured will translate into incorrect
measured relative signal intensities. Pre-magnetisation can be
improved by extending the residence time of the sample in the
magnetic field prior to the RF pulse, either by reducing the flow
rate or by lengthening the system within the high field region of
the magnet using pre-magnetisation loops/coils. Alternatively, if
measurements are carried out at a constant flow rate and the iden-
tities of the components are known, a mathematical correction of
the signals can be made using known T1 values [39]. In contrast
to routine (static) NMR samples, the volume to which the RF-
pulse has been applied and which is emitting the FID, is being
‘purged’ from the cell in the probe head in the continuous flow
method. This flow-induced attenuation of the signal leads to a fas-
ter FID decay and thus broadening of the signals. Although the
effects of flow in NMR monitoring have been extensively docu-
mented [134], their magnitude is dependent on the set-up being
used (tubing, flow rate, spectrometer and NMR probe). Therefore,
it is highly recommended that, when assembling a new flow-
NMR set-up, the influence of the flow rate on the various effects



Fig. 10. Graphical representation of a closed-loop recirculating flow system for
reaction monitoring, based on the work of Hintermair et al. [39]. For an example of
flow NMR see Case Study 5.
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discussed above be measured prior to the use of the system to
acquire data. The major contributor to the broadening of the peaks
can often be field inhomogeneity rather than the flow rate itself.
2.4.4. In situ assembly of reaction mixture within the spectrometer
The effective in situ monitoring of rapid non-equilibrium reac-

tions (half-lives less than half a minute) requires either initiation
by an external stimulus, e.g. a pulse of light, or assembly of the
reaction from the different reactants inside the spectrometer. The
main reason why these types of systems are only rarely used in
reaction monitoring is that most such systems require bespoke
probes, and spectrometer modifications. In all cases, the monitor-
ing timeframe of these methods will be limited by their ‘phe-
nomenological dead time’: the earliest time after initiating the
reaction at which a pulse can be applied to acquire a satisfactory
NMR spectrum. A number of processes contribute to this, including
mixing, transport to the active volume, and cessation of any oscil-
lations and pressure waves in the sample. The two techniques in
this family that have been extensively used are rapid-injection
(RI-NMR) and stopped-flow (SF-NMR).
2.4.4.1. Rapid-injection NMR (RI-NMR). In RI-NMR the reaction is set
up and analysed in a batch mode: one of the reactants is injected
into an NMR tube that is already located in the bore of the magnet
and contains the rest of the reaction components (Fig. 11) [136].
The injection is achieved either by using a mechanical stirrer, with
an impeller that is subsequently retracted from the active volume,
or by the impact of a fast-moving solution jet. With the former the
dead times are 1–2 s, whereas in the latter they can be as short as
0.03 s [137–139]. Because the reagents added are already located
in the tube and therefore in the full magnetic field, all of the nuclei
are fully ‘pre-magnetised’ (see Section 2.4.3). A major advantage to
RI-NMR is the ability to use a very wide range of reaction temper-
atures, and to be able to add further samples of reagent to an evolv-
ing reaction mixture. However, in contrast to SF-NMR techniques,
see below, the whole RI-NMR system (sample, stirrer and injector
assembly) has to be removed from the probe and a new tube of
reactants prepared for each experiment. Moreover, only a single
reactant solution can be injected into the tube [140]. In addition,
the dead volume (defined as the volume from the external reser-
voir to the injector tip) can be large, imposing limitations when
using precious samples [137].
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2.4.4.2. Stopped-Flow NMR (SF-NMR). Using this technique the reac-
tion is initiated under flow conditions within the probe but the
subsequent analysis is carried out under static conditions. In a clas-
sical stopped-flow set-up the plungers on two syringes containing
the reagents are simultaneously pushed to deliver the solutions at
a high flow rate into a highly-efficient mixer located inside the
magnet, thus initiating the reaction (Fig. 11a) [141,142]. Due to
the high flow rate, the pre-magnetisation of the samples is mainly
achieved by storing the reagent solutions in small reservoirs
located immediately before the mixer and in close proximity to
the magnet centre [143,144]. The solution obtained after mixing
is delivered into the NMR flow tube, and significantly greater vol-
ume (e.g. �3) is delivered than that required to fill the flow cell, in
order to ensure complete ‘push-out’ of the previous contents by the
fresh reaction mixture. The rapid flow continues until the waste-
stream causes the plunger of the ‘stop syringe’ to hit a physical bar-
rier, a so-called ‘hard stop’, and in doing so activates a micro-
switch, which sends a trigger voltage to the spectrometer console.
Prior to the hard stop, the reaction flow-cell contains a rapidly
flowing, freshly-assembled reaction mixture, with reactant con-
centrations corresponding to a pseudo steady-state that has
evolved during the short period of time between the reactants mix-
ing and the reaction mixture leaving the reaction flow-cell. On
rapid cessation of the flow, data acquisition can take place to mon-
itor the decay from the initial pseudo steady-state condition.

In SF-NMR the phenomenological dead time strongly depends
on the specific instrument design, but in general the technique is
limited to reactions with half-lives greater than about 0.05 s, typ-
ically considerably greater [15,142–145]. For relatively fast reac-
tions (lifetimes of a few tens of seconds or lower), the number of
FIDs that can be acquired during a single run of the reaction can
be insufficient for satisfactory kinetic analysis. In such cases, a ser-
ies of reactions can be conducted, with a precisely incremented
delay between the trigger signal and the first FID in each reaction.
The combined (‘interleaved’) dataset then affords substantially
enhanced temporal resolution of the reaction kinetics [15]. For
irreversible chemical evolution of a reaction during FID acquisition
to significantly affect the spectral linewidths, intensities, and
phase, the half-life of the reaction must usually be �0.01 s [145].
Such processes are faster than the dead times of current SF-NMR
systems, and these phenomena do not (yet) need to be taken into
consideration [145].

The classical stopped-flow set-up (Fig. 11a) has some practical
limitations: the total reaction volume is limited by the volume of
the stop syringe, and the reagent solutions can only be mixed in
a fixed volumetric ratio, usually 1:1, due to the use of a single
pushing plate. These limitations have been recently addressed by
the development of a hardware-controlled three-syringe driver
system (Fig. 11b) [15,29]. In this system the volumetric ratios
between syringes can be programmed and the acquisition trig-
gered after delivering the desired volume, using a ‘soft-stop’ sys-
tem based on the resistance to flow in the overall circuit. This
new design allows a systematic and precise evaluation of
concentration-dependent reaction parameters, without the need
to replace the syringes or take out the sample tube. Limitations
of stopped-flow NMR techniques include restriction to homoge-
nous reactions, and in contrast to Rapid Injection NMR, the inabil-
ity to add reagents partway through the monitoring process.
Moreover, none of the set-ups highlighted above is yet suitable
for monitoring processes occurring at high pressure or involving/-
generating gases.

2.4.5. Hyperpolarisation
The sensitivity of NMR experiments is inherently limited by the

small thermal equilibrium difference in populations between dif-
ferent nuclear energy levels. While not a specialised sampling or



Fig. 11. Schematic representations of (a) the classic SF-NMR technique (b) variable volumetric ratio SF-NMR technique [15], and (c) Rapid-Injection NMR technique. For
examples of the application of variable ratio SF-NMR see Case Study 3, and for RI-NMR see Case Studies 2 and 6.

Y. Ben-Tal, P.J. Boaler, Harvey J.A. Dale et al. Progress in Nuclear Magnetic Resonance Spectroscopy 129 (2022) 28–106
monitoring technique as such, the hyperpolarisation technique
boosts the NMR signal by artificially altering these populations.
Para-Hydrogen Induced Polarisation (PHIP) uses para-hydrogen
generated at low temperature to generate hyperpolarisation when
the hydrogen is reacted with a metal centre [146]. PHIP and asso-
ciated polarisation transfer experiments such as SABRE (Signal
Amplification By Reversible Exchange) can be used in reaction
monitoring to increase sensitivity, and are particularly useful for
measurements at low field [13,14,147]. Dynamic Nuclear Polarisa-
tion (DNP) uses microwave irradiation at low temperature to
transfer polarisation from unpaired electrons, with potential signal
enhancements of several thousand times [148]. DNP has not yet
found widespread use in reaction monitoring due to the cost and
complexity of the apparatus required, however a few examples
have been reported in the literature [149,150].

3. Measurement, Processing, and quantification

3.1. Temporal resolution

High temporal resolution is essential for monitoring fast reac-
tions. However, the conventional preparation steps (Section 2.1.1)
before the execution of the pulse sequences delay the collection of
data, and important information may have been lost before the
measurement begins. In the extreme, specialised techniques (Sec-
tion 2.4), such as rapid injection methods [137–139,151], and
stopped-flow devices [15,29,142,152,153] are essential.

A limiting factor on temporal resolution is the repetition rate of
successive scans, determined by the longitudinal relaxation times
(T1, Section 3.2) of the spins being detected. To avoid saturation,
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the magnetisation should be allowed to recover to thermal equilib-
rium before the next pulse. For a multiple-spin system, and a 90�
pulse, the delay normally needs to be 5 times the longest T1 value,
so that all spins approach �99.3% equilibrium before the next
pulse. If this condition is not met, the differential relaxation of
spins can lead to significant integration errors, and we strongly
advise estimation of T1 values before kinetics experiments are con-
ducted. Shorter interscan delays can be allowed by using smaller
pulse flip angles, at the cost of reduced sensitivity, or by adding
paramagnetic relaxation agents [154–156], at the cost of reduced
peak resolution (and potential perturbation of the chemistry under
study).

An alternative strategy to allowmore data acquisition in a given
timescale relies on the interleaving process, which is practically a
pseudo real-time approach [157]. Interleaving requires accurate
and precise control of the timing, as each datapoint, or subset of
datapoints, in the final dataset is collected by an individual mea-
surement. For fast reactions interleaving is conducted using rapid
injection or stopped-flow methodologies (see Section 2.4.4). For
slow reactions where kinetic data density is easily attained, inter-
leaving of different NMR experiments (different nuclei, selective
excitation etc.) can make use of the time between data points to
acquire complementary data at no additional cost in time [158].

3.2. Longitudinal relaxation, T1

Longditudinal relaxation time, T1, determines the interscan
delay required between acquisition cycles for accurate quantifica-
tion. There are a variety of well-established methods for T1 deter-
mination including ‘inversion recovery’ [159,160], ‘progressive
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saturation’ [161], ‘saturation recovery’ [162], and the ‘null approx-
imation’. Inversion recovery (Fig. 12a) is by far the most widely
used. A series of spectra are acquired (Fig. 12b) in which s, the
delay time between the 180� and 90� pulses, is varied. The T1 value
is determined by fitting to Eq. (1), in which It is the measured sig-
nal intensity and I0 the intensity at thermal equilibrium (Fig. 12c).
A minimum of 10 variations in s is recommended, with the relax-
ation delay (RD) and the largest s value both set to �5 T1. If RD is
too short T1 could be underestimated.

It ¼ I0 � 1� 2 � e�s=T1� � ð1Þ
The inversion recovery method can be time-consuming, and

most work in the authors’ group now routinely employs a satura-
tion sequence (’FLIPS’, Fig. 13a) [163]. FLIPS allows rapid estima-
tion of T1 values with sufficient accuracy for parameterising
pulse sequences for kinetics determination. FLIPS uses a train of
pulses to establish a steady-state where relaxation and excitation
reach a dynamic balance. The T1 value is estimated using Eq. (2),
where I0 and ISS are the thermal equilibrium and the steady-state
signal intensities (Fig. 13b).

T1 ¼ tR

ln I0 �sin h�ISS �cos h
I0 �sin h�ISS

h i ; when h ¼ 90
�
; then T1 ¼ tR

ln I0
I0�ISS

h i ð2Þ
3.3. Spatially-selective acquisition

One method to overcome the limitations imposed by relaxation
on acquisition rate is to use different volumes (‘slices’) within the
sample for each data point, in a similar way to an MRI experiment.
Electrical current is supplied to a coil around the sample, creating a
linear gradient in the magnetic field strength along the sample
length (Fig. 15) and causing the Larmor frequency of the nuclei
to vary as a function of position. A selective pulse is applied to
excite each slice individually and the spectrum recorded [5,164].
Providing that sample motion (diffusion, convection, etc.) between
slices is slow, the magnetisation in each slice can be sampled inde-
pendently of its neighbours. The latter aspects means that the tech-
nique cannot be applied with flow-NMR (Section 2.4.3).
Fig. 12. (a) The inversion recovery method for determination of T1. The experiment
(b) is repeated with variable delay time s; and data fitted (c) to Eq. (1) to give T1.

Fig. 13. The ’FLIPS’ method for rapid estimation of T1. Identical pulses are spaced by
repetition time, tR. The method requires that 5 T1 > tR	T2, to ensure complete loss
of transverse components, without allowing complete relaxation to thermal
equilibrium between the pulses [163].
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Sampling slices in parallel with different pulses/delays applied
to each slice allows 2D spectra to be constructed in a single scan
(Section 3.6). Alternatively, sampling each slice separately allows
reaction kinetics to be monitored, without having to wait for relax-
ation of the whole sample between each measurement [165]. How-
ever, as each slice is a small volume of the total reaction, the signal-
to-noise decreases as a function of the slice size (volume). This
means that spatially-selective experiments require more concen-
trated samples than conventional NMR experiments. To minimise
cross-talk, slices should be sampled in a non-adjacent manner.
Care should also be taken to account for B1 inhomogeneity which
will affect the absolute signal intensities in the various slices
(Fig. 14).

3.4. Integration and automation

The quantitative capability of NMR undoubtedly empowers the
technique for versatile application in the investigation of reaction
mechanisms. It provides a platform to determine kinetic and ther-
modynamic data, including reaction rate, chemical equilibrium,
identification of side products, selectivity, etc. In an NMR spec-
trum, chemically distinct spins give rise to signals whose area,
under the correct measurement conditions, is proportional to the
number of nuclei. This species-independent direct proportionality
is one key advantage of NMR over other techniques such as mass
spectrometry, infra-red and UV–Vis spectroscopy, and chromato-
graphic methods, all of which require calibration curves for quan-
titative reference. Quantitative NMR can be divided into relative
and absolute methods [19,166]. Relative quantitation compares
the integrals of signals with one another and determines the ratio
of different compounds by employing Eq. (3), whereM, I, and N are
molar ratio, integral and number of nuclei respectively.

Mx

My
¼ Ix

Iy
� Ny

Nx
ð3Þ

For absolute quantitation, a known concentration standard
compound, or digital reference signal [18] is needed (see Sec-
tion 2.1.2) in addition to the relative quantitation method. With
the known standard compound concentration and number of
nuclei contributing to each signal, the absolute values of concen-
tration of the analytes can be obtained by employing Eq. (4), or
the purity of analytes by using Eq. (5) where P, I, N, M, and W are
compound purity, signal integral, number of nuclei, molar mass
and gravimetric weight respectively.

Cx ¼ Ix
Istd

� Nstd

Nx
� Cstd ð4Þ

Px ¼ Ix
Istd

� Nstd

Nx
� Mx

Mstd
�Wstd

Wx
� Pstd ð5Þ
3.4.1. Signal-to-Noise ratio (S/N)
Good S/N is essential to ensure accurate NMR quantification

[19,166]. Eq. (6), where N is the population of spins in the system,
cexc and cdet are gyromagnetic ratio of the excited nucleus and the
detected nucleus respectively, T2 is the transverse relaxation time,
B0 is the external magnetic field, NS is the number of scans, T is the
sample temperature, and Tc is the probe coil temperature, indicates
parameters that affect the S/N. [19]

S=N / NcexcT2 cdetB0ð Þ32
ffiffiffiffiffiffi
NS

p

T
ffiffiffiffiffi
Tc

p ð6Þ

It can be seen from the equation that spectrometers with higher
magnetic field strength (B0) provide higher sensitivity. The type of
probe [167] will also have a large effect; cryoprobes cool down the



Fig. 14. General principle of spatially-selective NMR. A magnetic field gradient is applied causing the Larmor frequency to vary as a function of position. Selective excitation at
the Larmor frequency allows spatially resolved slices to be detected, with the frequency of each slice offset due to the gradient. For an example of the application spatially
selective acquisition see Case Study 6.
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RF coil and resonant circuit to about 77 K (N2) or 20 K (He) to
reduce the noise from the electronics. Helium cryoprobes routinely
provide an approximately 3.5-fold increase in S/N over an ambient
temperature probe. Usually one is limited to the spectrometer that
is available, so in practice, the S/N can be adjusted by changing the
acquisition and processing parameters, see Sections 3.4.2 and 3.4.3.
The simplest changes, increasing the number of scans (NS), or the
sample concentration, which directly determines the population
of nuclei (N) contributing to the signal, or changing the type of
NMR tube (i.e. the volume of sample in the active coil region) all
have an immediate and predictable effect.

For a given repetition time tR and known T1 value of spins
detected, an optimal pulse angle h, referred to as the Ernst angle
[168] can be determined, to give the highest S/N; Eq. (7). However,
care must be taken with regard to quantitation, and careful selec-
tion of an internal standard that has a similar T1 value to the spe-
cies being monitored is one strategy to minimise errors (see
Section 2.1.2).

h ¼ arccos e�tR=T1
� � ð7Þ
3.4.2. Acquisition parameters
To obtain quantitative NMR spectra, an essential feature for

analysis of kinetic isotope effects, especially those arising from
heavy atoms (Section 5.3) a range of factors need to be considered
carefully before the acquisition.

3.4.2.1. Shimming. Well-resolved peaks are a pre-requisite for accu-
rate quantitation, and signal overlap hinders spectral interpreta-
tion. In order to generate sharp signals where the linewidth at
half-height D1=2 ¼ 1=ðpT2Þ is only limited by the inherent trans-
verse relaxation, the static magnetic field across the whole sample
volume needs to be homogenous. Good shimming is a process to
minimise the field inhomogeneity by adjusting the currents in a
set of ‘shim coils’ around the probe. These coils create small mag-
netic fields that correct small inhomogeneities in the field of the
main magnet, such that the sample experiences a near-
homogenous field overall. Shims are designed to produce fields
with different geometries and detailed examples of ‘imperfect’ FIDs
caused by particular types of poor shimming and their correspond-
ing Fourier transformed peaks have been reviewed [169]. Nowa-
days the shimming process is generally conducted automatically,
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however, if one suspects distorted peaks are arising from poor
shimming, one can manually optimise the relevant shimming
parameters [169].

3.4.2.2. Acquisition time and repetition time. Acquisition time plays
an essential role in sensitivity and quantification. If the acquisition
time is too short, the FID truncation will result in ‘wiggles’ along-
side the peaks in the final NMR spectrum. Conversely if the acqui-
sition time is too long, then the tail of the FID is simply recording
noise, rather than signal, thus reducing the S/N. An appropriate
relaxation delay between pulses in acquisition of sequential spec-
tra is vital for quantitative measurements. For a multi-spin system,
the repetition time needs to be long enough for the slowest relax-
ing spin to fully recover. Therefore, a knowledge or estimation of
the T1 values (Section 3.2) for all of the species that will be moni-
tored is valuable prior to experiments; with judicious choice of sig-
nals in the species present, a sub-set of signals can be monitored if
required.

3.4.2.3. Receiver gain. To allow processing and storage on a com-
puter, the analogue signal detected by the probe must be con-
verted to a digital signal. To ensure that the signal fills the full
range of the analogue-to-digital converter the analogue signal is
amplified by a receiver gain (RG) factor before digitisation. If the
RG is too low, the NMR signal will occupy only part of the digital
range, leading to a reduction in vertical (voltage) resolution in
the FID. Conversely, if the RG is too high the receiver will become
saturated and broad ‘sinc’ wiggles may be observed in the baseline
of the FT spectrum [170]. For quantitative analysis of signals, it is
sufficient to select an RG value that allows the time domain signal
(FID) to fit comfortably within the dynamic range of the analogue-
to-digital converter. A calibrated receiver gain function method
[171] can be implemented to allow quantitative comparison
between separate experiments recorded with different RG.

3.4.2.4. Excitation bandwidth. For quantitative assessment, all reso-
nances must be excited equally across the whole chemical shift
range. Setting the transmitter frequency offset at the midpoint of
anticipated or known range of resonances, for the entire set of
reaction components, is a reasonable first approach. For more uni-
form excitation, the CHORUS pulse sequence [172,173] can be
employed to increase the quantitative bandwidth, particularly for
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spectra with wide chemical shift range (e.g. 13C, 19F, and 31P). How-
ever, it is noteworthy that a rectangular excitation pulse of dura-
tion tp gives >95% excitation over an effective spectral width (in
Hz) of approximately SW = 1/(4 � tp), where tp is generally in
the order of tens of microseconds. Tuning, matching and pulse cal-
ibration help ensure optimal pulse amplitudes. Pulse calibration is
advisable before performing experiments that are particularly sen-
sitive to pulse angle, such as those with large numbers of refocus-
ing or inversion pulses where small variations in pulse amplitude
may accumulate, reducing the signal, however for most experi-
ments the default pulse calibration usually suffices. In practice,
using smaller pulse angles for higher temporal resolution also
comes with the benefit of broader excitation coverage. Therefore,
it is not a problem for nuclei such as 1H with a typical chemical
shift range of 
10–15 ppm, but for nuclei that cover a much larger
frequency range, for example 19F nuclei – often used for reaction
monitoring – achieving uniform excitation can be more challeng-
ing. Indeed for reactions where a wide range of 19F chemical shifts
are present, the quantitation can be compromised for nuclei at the
‘edge’ of the spectrum if conventional 90� pulse excitation is used.
If this is not taken into account, later analysis of the reaction kinet-
ics may be significantly impacted by under-estimation of the con-
centration of the signals close to the edges of the spectrum.

3.4.2.5. Spectral width. It is important to make sure that the spec-
tral width (SW) is sufficient that all signals from species present
in the reaction mixture are captured, or, if some are to be omitted,
that they are well away from the edge of the spectral window. Sig-
nals that are within the spectral window but too close to its edge
may be affected by receiver filters, leading to phase and amplitude
distortion. In general, it is recommended to extend the spectral
window approximately 10% beyond the signals at both edges. Sig-
nals that are insufficiently outside of the spectral window can
cause signal folding or alias peaks, that is, a peak at a frequency
(fmax + F) greater than the Nyquist frequency (fmax) would appear
at the incorrect frequency at (�fmax + F) [4], where fmax = 1/
(2DW), DW is the dwell time. Such folded signals are usually
harder or impossible to phase, and can be recognised by the way
their frequencies change on changing the transmitter offset.

3.4.2.6. Broadband decoupling. Heteronuclear decoupled experi-
ments are sometimes necessary to achieve a simplified spectrum
with better-resolved signals. This can allow species to be more
accurately quantified, and can be especially useful in cases where
satellites, e.g. due to 1JCH for strong 1H NMR signals of carbon
bound hydrogens, overshadow neighbouring weak signals arising
from intermediates or side products. Composite pulse sequences
such as WALTZ and GARP are still commonly used for effective
heteronuclear decoupling. However, adiabatic methods such as
CHIRP pulses are now recommended, as they offer wider decou-
pling bandwidths, in addition to reducing sample heating. If
applied, different decoupling modes should be evaluated carefully.
For example, 13C spectra recorded with continuous 1H decoupling
are rarely straightforwardly quantitative, due to the Nuclear Over-
hauser effect (NOE) build-up during the relaxation delay [174,175].
To improve quantitation, decoupling should be applied only during
the acquisition time and turned off during the relaxation delay
time, with a long relaxation delay (or if chemically feasible, the
addition of paramagnetic relaxation agents) for full magnetisation
recovery and dissipation of the NOEs. This inverse-gated decou-
pling is also commonly utilized in 15N or 29Si acquisition to sup-
press NOE build-up as these negative gyromagnetic ratio nuclei
exhibit negative NOE enhancements, which can lead to reduced
or even negative signals for the observed nucleus. It is not infre-
quent to find that quantitation has been assumed (but not tested)
in an NMR investigation, e.g. using 31P{1H} NMR signals from phos-
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phine ligands in an organometallic process, resulting in large errors
propagating unnoticed into the kinetic analysis and reporting of
rate and equilibrium constants etc.
3.4.3. Post-acquisition parameters (processing)
3.4.3.1. Window functions (apodization). There are different types of
weighting functions available in most processing software and
these functions have different effects on sensitivity and resolution.
For example, multiplying the FID by a decaying function can
improve the sensitivity (or more strictly, the signal-to-noise ratio,
S/N), but at the penalty of signal broadening. For well-resolved sig-
nals in a reaction time series, such a function can be of benefit. In
contrast, multiplying the FID by a function that first rises and then
falls can enhance resolution but at the cost of sensitivity. A reason-
able compromise of weighting function is usually used, with a
half=Gaussian function being a popular choice. It is important to
note that not all weighting functions are appropriate for quantita-
tion, as functions where the first point is zero result in zero integral
in the normal phase-sensitive spectrum and are therefore of very
limited value for quantitative NMR.

A distorted baseline obstructs the accurate quantification of sig-
nals, and significant baseline rolls can even disguise extremely
broad, weak signals in a spectrum. Methods for flattening the base-
line can be generally categorised into time-domain baseline cor-
rection and frequency-domain baseline correction. Time-domain
methods correct data points in the FID. For example, a major
source of baseline artefacts lies in corruption of the first points of
the FID caused by strong, rapidly decaying background signals
from materials used in the construction of the probe or NMR tube
(commonly observed for 10/11B, 29Si and 19F). Acoustic ringing
caused by RF pulses inducing mechanical resonance of metallic
components in the probe also causes strong, rapidly decaying sig-
nals to appear in the FID, particularly for nuclei with low Larmor
frequencies. A third source of baseline artefacts is ‘ring-down’
caused by the dissipation of pulse energy in the probe electronics
and is commonly observed with cryoprobes. In most cases the cor-
rupted points can be deleted and the missing information replaced
by backward linear prediction [176], while proper setup of the pre-
acquisition delay can reduce the effects of ring-down. Frequency-
domain correction methods reconstruct the baseline in Fourier
transformed spectra by applying algorithms that distinguish
between signal and baseline regions, and then subtract a function
that is fitted to the baseline [177–179]. Modern spectrometers and
software today offer both automated and manual baseline correc-
tion approaches to this process. However, such techniques must be
applied with great caution. Signals from reaction intermediates
that are involved in dynamic processes, and as a result have broad
lines, can experience apparent intensity distortions as a result of
inappropriate baseline correction, leading to highly misleading
integrals and erroneous reaction kinetics. Comparison of relative
integrals of various species in the reaction mixture before and after
baseline correction is advisable.
3.4.3.2. Phase correction. Phase correction is routinely applied dur-
ing processing of a spectrum. It aims to adjust the signals to pure
absorption mode lineshape, or to maximise peak symmetry.
Although auto-phasing is available in most software and is fast
to carry out, it is recommended that spectra should be manually
phased for a more accurate result. This is particularly important
for low-intensity signals, which can be of great relevance, for
example, in the analysis of kinetic isotope effects (Section 5.3).
Phase correction includes both a zero-order correction, applied
equally across the whole spectrum regardless of offset, and a
first-order correction, which corrects phase errors that vary lin-
early with the offset. Excessive first-order phase correction, caused
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by an incorrect pre-acquisition delay, can cause baseline distortion
and affect quantitation.

3.4.3.3. Zero-filling. Before the FID undergoes Fourier transforma-
tion into the frequency domain, it is composed of time-domain
data points which define the signals. Zero-filling is a post-
acquisition manipulation that adds a set of data points (zeroes)
to the end of the original FID, where the signal has normally
already decayed close to zero, so that the signals in the Fourier
transformed spectrum are better represented by more data points.
Adding the same number of zeroes as there are experimental
points to the end of the FID before transformation both doubles
the amount of information in the resultant spectrum and improves
digital resolution. Further zero-filling just interpolates between
data points, but may still aid interpretation.

3.4.3.4. Integration region. A reliable method for determining the
strength of an NMR signal is essential for quantitative analysis of
reaction kinetics, titrations, equilibria, etc. The most common
way of determining peak area is by integration, however peak fit-
ting can also be used. It is imperative that integral regions are con-
sistent throughout a series of spectra. Thus, for instance, one must
consistently include or exclude satellites for all peaks measured. If
the satellites severely overlap with neighbouring signals, then
appropriate decoupling or filtration [180] is recommended (Sec-
tion 3.4.2.6). The integral regions should cover the same proportion
of each peak; for example, integrating a single Lorentzian over a
range of at least 20 times the line width in either direction should
cover 99% of the peak area, however smaller integration regions
may be more appropriate if peaks are close together.

3.4.4. Spectral deconstruction
In complex reaction mixtures it is common to encounter over-

lapping peaks, particularly when spectral dispersion is limited or
peaks are broad, but for which relative quantitation is required.
2D NMR can help separate overlapping peaks (Section 3.6), how-
ever 2D NMR is not always a practical or desirable solution, and
in such cases deconvolution of spectra by mathematical fitting of
peaks is the best method to separate overlapping resonances.

In principle, NMR peaks are purely Lorentzian in shape, how-
ever in practice distortions caused by magnetic field inhomogene-
ity, relaxation and chemical kinetics mean that hybrid functions
with more degrees of freedom (for example a Voigt function com-
prising a mixture of Lorentzian and Gaussian functions) can pro-
vide a better fit [4]. Fitting a single NMR spectrum using multiple
Voigt functions is straightforward, however automatic fitting of
large numbers of spectra from reaction monitoring can be prob-
lematic as there are often several ways in which a given peak
can be fitted (Fig. 15). Generally, minimising the number of degrees
of freedom by using fewer peaks and restricting large changes in
linewidth and position between adjacent spectra tends to provide
Fig. 15. Two possible pairs of fitting functions (blue and purple) to fit the same data
(black). Both sets of functions result in a comparable residual (red) but with very
different component weightings.
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the best results when fitting large datasets. Once a dataset has
been deconvoluted, and the data is analysed, e.g. in a kinetics sim-
ulation, it is important to remember that the deconvolution may
not be correct for some or all data points. Chemical common sense
should prevail, and the deconvolution returned to for reprocessing
if required.

3.4.4.1. Principal component analysis. The number of variables used
in peak fitting (frequency, linewidth, peak shape, amplitude) usu-
ally exceeds the number of variables that are changing due to
the reaction. Principal Component Analysis (PCA) offers a more
intelligent way of processing data, by identifying the variables
(principal components) which contribute the most to changes
between spectra, ignoring any variables which are not statistically
significant [181]. In this way the dimensionality is reduced to
include only those variables which are important to the reaction
kinetics.

3.4.4.2. Spectral hard modelling. Whilst PCA makes no prior
assumptions about the data, an alternative method is to construct
a model based on known information about the reaction species. A
model is constructed for each species, either directly from a pure
component spectrum or indirectly from spectra containing differ-
ent mixtures [182,183]. Since the relative integrals of the peaks
in each molecule remain constant, this adds ‘stiffness’ to the
model, reducing the number of degrees of freedom and hence
reducing fitting uncertainties. The reaction spectra are then mod-
elled as a linear combination of the pure components.

3.4.4.3. Reference deconvolution methods. Reference deconvolution
methods can be used to remove systematic imperfections that
affect all peaks in the spectrum equally [184]. The lineshape of
an internal reference singlet peak is compared to the idealised
shape to produce a correction waveform which is applied to the
experimental FID. The Fourier transform of the corrected FID pro-
duces a frequency domain spectrum where all peaks have an ideal
lineshape.

3.5. Pure shift NMR

Pure shift NMR, also known as broadband homonuclear decou-
pled NMR, aids in the interpretation of overcrowded or poorly
resolved spectra, and can be particularly useful for complex reac-
tion mixtures with numerous intermediates or side products. Pure
shift techniques address this problem by eliminating the effect of
homonuclear scalar couplings while retaining the chemical shift
information. As a result, multiplets are collapsed into singlets,
where one singlet represents one distinctive chemical site, hence
offering much ‘cleaner’ spectra. Despite the sensitivity reduction
and generally long experimental time, the unique characteristic
of significant enhancement in spectral resolution of pure shift
NMR still empowers this technique with the capability to resolve
signals that are difficult to assign in conventional NMR.

Comprehensive reviews on this relatively recent area can be
found in publications;[185,186] the main pure shift approaches
[187–191] are introduced here chronologically, based on their date
of publication. BIRD [187] (Bilinear Rotational Decoupling) utilizes
the low isotopic abundance of 13C (1.1%), by decoupling a 13C-
bound proton from its neighbouring 12C-bound protons. Scalar
couplings between geminal protons are thus excluded from BIRD
decoupling as they are bound to the same 13C nucleus. Although
providing high-quality quantitative spectral data, BIRD decoupling
comes at the cost of sensitivity �1.1% of a normal spectrum. The
idea of a spatially- and frequency-selective decoupling method,
introduced by Zangger and Sterk [188], employs a weak pulsed
field gradient along with a selective refocusing pulse. Different



Fig. 17. Pulse sequence of sel-SHARPER experiment. Filled rectangles represent 90�
pulses, un-filled shapes represent 180� selective pulses. Phase cycle: u1 = 4x, 4(-x),
4y, 4(-y); u2 = 2y, 2x, 2(-y), 4(-x), 2y, 2x, 2(-y); u3 = 4(y, -y), 4(x, -x), u4 = 4(-y, y),
4(-x, x); receiver phase. W = 2x, 4(-x), 2x, 2y, 4(-y), 2y. Low-level field gradient
pulses (PFGs) are applied surrounding the inverting pulses, loop parameter n
denotes the number of loops for the double 180� pulses. See Case Study 8.
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locations in the NMR sample tube experience different magnetic
fields, allowing signals at different chemical shifts to be spatially-
selectively decoupled. One limitation of this method is its low sen-
sitivity: the more selective the slice-selective excitation pulse, the
lower the sensitivity. The band-selective approach [189] is partic-
ularly efficient when only a targeted region of the spectrum
requires analysis. The difference between the band-selective and
Zangger-Sterk pulse sequences is the absence of the weak pulsed
field gradient. Band-selective decoupling only suppresses the
effects of coupling to spins outside the selected band of frequen-
cies, but has excellent sensitivity because all spins in the selected
region contribute to the measured signal.

SHARPER [190] (Sensitive, Homogenous, And Resolved PEaks in
Real time) presents a pure shift method that is particularly suitable
for the analysis of chemical reactions and the monitoring of reac-
tion kinetics. This method focuses on a single selected signal and
removes its heteronuclear couplings (and homonuclear couplings
in the case of sel-SHARPER), generating an extremely narrow sin-
glet with significant improvement in the S/N. PSYCHE [191] (Pure
Shift Yielded by CHirp Excitation) uses two low pulse angle (ap-
proximately 15�) chirp pulses that sweep frequency in opposite
directions. This pair of frequency-swept pulses separates the
nuclear spins into two populations, where the separation is purely
statistical. J refocusing is achieved by the combination of the CHIRP
pulses and a hard 180� pulse; the magnetic field gradient during
the CHIRP pulses serves to suppress signal pathways that do not
refocus the effects of J. PSYCHE is relatively sensitive, and particu-
larly robust in strongly coupled systems.

The main benefits of the SHARPER experiment lie in its line nar-
rowing effect and significant S/N enhancement (
20-fold gains for
the reported 19F measurement) in heteronuclear and homonuclear
decoupling while the quantitative capability is still retained. It is
particularly tolerant of pulse imperfections and of magnetic field
inhomogeneity, both static (e.g. shims) and dynamic (e.g. gas gen-
eration), allowing analysis of chemical reactions and equilibria in
challenging environments. However, the technique is limited to
analysis of one selected resonance at a time. The basic SHARPER
experiment adopts the pulse sequence of Fig. 16 and removes
broadband heteronuclear couplings by pulsing on the detected
nucleus only. Without the necessity of pulsing on the decoupled
nucleus channel as in traditional heteronuclear decoupling meth-
ods, this feature tackles spectrometer hardware limitations where
the delivery of dual radio frequencies, for example 1H and 19F
pulses, is problematic. This ‘single channel heteronuclear decou-
pling’ executes the simultaneous removal of all splittings caused
by X nuclei for the signal of interest.

Minor modifications of the SHARPER experiment lead to the sel-
SHARPER pulse sequence (Fig. 17), where both heteronuclear and
homonuclear decoupling is achieved. This pure shift experiment
Fig. 16. Pulse sequence of SHARPER experiment. Narrow and wide filled rectangles
represent 90� and 180� pulses respectively. Phase cycle: u1 = 2x, 2(-x), 2y, 2(-y);
u2 = 2(y,-y), 2(x,-x); u3 = 2(-y, y), 2(-x, x); receiver phase: W = 2x, 2(-x), 2y, 2(-y).
Low-level field gradient pulses (PFGs) are applied surrounding the inverting pulses,
loop parameter n denotes the number of loops for the double 180� pulses. See Case
Study 8.
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utilises the same real-time acquisition method as SHARPER, with
the acquisition time divided into chunks separated by two selec-
tive 180� pulses that invert the subset of passive spins while leav-
ing the active spins unperturbed. The acquisition sequence is
looped, with each successive chunk appended to the end of the
FID to construct the time domain spectrum. The phases of the
pulses and receiver are rotated by 90� between chunks to compen-
sate for pulse imperfections and static magnetic field inhomogene-
ity. This results in substantial sensitivity improvement by
collapsing the multiplets in the normal 1H-coupled spectrum to a
narrow singlet (typically < 0.5 Hz linewidth) in the sel-SHARPER
spectrum. Chemical equilibrium kinetics can also be studied by
analysing the excess line broadening of signals, arising from the
relaxation caused by fast chemical exchange. [190]

In general pure shift spectra can be used for quantitative mea-
surements, providing appropriate precautions are taken. Spin
manipulations including the selective pulses used in Zangger-
Sterk, band-selective and sel-SHARPER experiments mean that
integrals from different parts of the spectrum cannot be directly
compared, in part because different signals will experience differ-
ent relaxation losses, however integrals from a single peak can be
compared across successive spectra acquired with the same
parameters. The distinct benefits of pure shift NMR methods have
mostly been applied in the analysis of 1H-detected species. How-
ever, we expect applications of this technique in reaction monitor-
ing, and in the interrogation of exchange processes and equilibria
via analysis of other nuclei, to grow.

3.6. 2D acquisition

Two-dimensional NMR techniques [192,193] provide valuable
information about the couplings between nuclei which may be
used to help determine the structures of intermediates and prod-
ucts in reaction monitoring.

3.6.1. Quantitative 2D NMR
2D NMR is usually considered to be a non-quantitative tech-

nique, since peak volumes are dependent not only on the T1 and
T2 relaxation times (cf. quantitative 1D-NMR, q1D), but also cou-
pling constants, evolution delays, pulse imperfections and other
pulse sequence variables [194]. The large number of parameters
involved in 2D acquisition makes generating quantitative 2D spec-
tra (q2D) much more complicated than q1D. For most purposes,
including use for determining the structures of reaction intermedi-
ates and products, it is not necessary to acquire fully quantitative
2D spectra. Useful information can still be obtained by comparing
the integrals of a single peak in successive spectra acquired with
the same parameters, even when the relative integrals of different
peaks in the same spectrum are not quantitative. The exception is
when 2D NMR is being used to determine concentrations of species
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with overlapping peaks that cannot be quantified by other means.
The simplest approach to obtaining quantitative concentration
data from 2D spectra is to build a calibration curve using known
concentrations of reagents and internal standard (Section 2.1.2)
that can be used to convert peak volumes to concentration [195].
This approach is common across other analytical techniques such
as mass spectrometry and infrared spectroscopy, but is time con-
suming and requires reaction and calibration data to be acquired
under identical conditions. Additionally, many reactive intermedi-
ates that are of interest for reaction monitoring are too short-lived
to allow calibration using this method. If relaxation rates, coupling
constants and other pulse sequence parameters are known, the cal-
ibration factor for each peak may be calculated [196], however this
presents many of the same challenges as acquiring a full calibra-
tion curve.

An alternative approach is to design the NMR experiment to
eliminate or otherwise minimise sources of quantitation errors.
The number of parameters involved in 2D acquisition makes this
challenging, however pulse programs can be modified to compen-
sate for delays and evolution of J-coupling [197–200]. A more gen-
eral approach is the extrapolated time-zero HSQC0 experiment
[201,202].

Instead of compensating for pulses and delays individually the
HSQC0 experiment treats the HSQC pulse sequence as a process
that attenuates the signal for each peak. Repeating the part of
the HSQC sequence following the initial 90� pulse twice would
therefore mean that the signal is attenuated twice. The HSQC0

experiment acquires several spectra with different number of rep-

etitions (i � 2). Linear fitting of the logarithms of peak volumes (Vi
n

for peak n, where f An is the attenuation factor for peak n) for the dif-

ferent spectra allows the ‘time-zero’ peak volume (V0
n) to be

extrapolated Eq. (8).

lnVi
n ¼ lnV0

n þ i� ln f An ð8Þ
This effectively corrects any errors that have a linear depen-

dence on time, such as those associated with evolution delays,
pulse imperfections and relaxation during the pulse sequence,
resulting in more quantitative data [203]. The usual requirement
for quantitative NMR of ensuring an adequate relaxation delay
remains necessary for HSQC0 experiments. Good signal-to-noise
ratio is also necessary to ensure that the peak volumes can be accu-
rately fitted. Due to the requirement for repeated acquisition and
long relaxation delays, q2D NMR experiments are considerably
slower to acquire than conventional 2D NMR experiments and
may not be suitable for monitoring all reactions.

3.6.2. Non-uniform sampling
Conventional 2D NMR requires a new FID to be acquired for

each point in the indirect dimension (Fig. 18). As a result, digital
resolution in the indirect dimension is usually much lower, typi-
cally with 10 – 200 times fewer points compared to the direct
dimension. Increasing the number of indirect points acquired
improves digital resolution, but at a time penalty pro rata. This
can be a major impediment, even for relatively slow reactions.

Non-Uniform Sampling (NUS) techniques allow significant time
savings to be made by sampling a random or semi-random subset
of all the indirect points (typically 25–50% of the total number of
points) [204–207]. As the sampled points are representative of
the full range of indirect dimension frequencies, a 2D FID can be
reconstructed during processing and then Fourier transformed to
produce the two-dimensional spectrum (Fig. 18). As fewer points
are required to construct the spectrum when using this approach,
NUS can be used to decrease the total acquisition time without
degrading spectral resolution. Alternatively, the time saved can
be used to acquire extra points to increase the digital resolution.
49
Good S/N is required for NUS, since noisy data will corrupt recon-
struction of the missing points leading to artefacts in the spectrum.
Equally, if too few points are sampled there is not enough informa-
tion for the computer to reconstruct the missing data points,
resulting in a loss of resolution, poorer quantitation, and missing
peaks (Fig. 19).

Although significantly faster than conventional 2D NMR, per-
forming sequential NUS experiments is still too slow to achieve
an acceptable kinetic data density for many reactions. To increase
data density, time-resolved NUS techniques continuously acquire
1D spectra with random evolution time delays throughout the
course of the reaction. The 1D slices are processed as a moving
block to produce a series of 2D spectra, each representing a differ-
ent time point in the reaction [208,209].

3.6.3. Polarisation sharing
Like their 1D counterparts, the time taken for acquisition of 2D

NMR spectra is dominated by the relaxation delay, sR, that is
required to allow the return to equilibrium magnetisation (Sec-
tion 3.2). The relaxation delay can be reduced by using smaller
pulse angles or by adding paramagnetic relaxation agents. How-
ever this comes at a cost of decreased signal to noise, and loss of
resolution respectively; moreover addition of a relaxation agent
can chemically interfere with the process of interest.

An additional pathway to accelerate return to equilibrium mag-
netisation is available in both 1D and 2D heteronuclear NMR
experiments. Since the natural isotopic abundance of NMR-active
heteronuclei such as 13C or 15N is low, the NMR signal measured
e.g. in an HSQC experiment arises initially only from the small
number of protons that are directly coupled to these nuclei. The
remaining protons in the sample are either left untouched or have
their magnetization dephased by the pulse sequence and can rep-
resent a reservoir of magnetisation that can be tapped to accelerate
the return to equilibrium.

Many different methods have been developed to enhance relax-
ation via polarisation sharing [210–212], however the most rele-
vant to small molecule reaction monitoring is Acceleration by
Sharing Adjacent Polarization (ASAP) [213–217]. ASAP experi-
ments use a TOCSY mixing pulse of around 40 ms to transfer mag-
netisation from donor protons (Hd) in the reservoir to the acceptor
proton (Ha) that is detected in the NMR experiment (Fig. 20b, c).
Polarisation sharing returns the acceptor proton to close to equilib-
rium magnetisation much faster than if it were relaxing freely,
allowing a shorter relaxation delay (sR) to be used.

An advantageous side effect of the ASAP pulse sequence is that
the mixing pulse can help to suppress t1-noise, caused by instabil-
ities in magnetic field, temperature, lock signal etc. during the
acquisition, that appears around large peaks in the indirect (F1)
domain [213]. ASAP polarisation sharing is compatible with other
fast 2D techniques such as NUS, however care must be taken that
the faster acquisition rate does not exceed the recommended
transmitter duty cycle, leading to excessive heating of the sample
or the probe electronics [217].

3.6.4. Ultrafast 2D
Ultrafast 2D experiments are an example of how slice selection

(Section 3.3) can be used to greatly increase the rate of data acqui-
sition. Rather than using the whole sample volume for each scan,
the magnetisation of the sample is divided into slices, with each
slice used to measure one point in the indirect dimension with a
unique evolution delay [218–220]. The signal from all volumes is
acquired simultaneously and processed using NUS to give the com-
plete 2D spectrum.

Ultrafast techniques allow a complete 2D spectrum to be
acquired in the same time as a 1D experiment, making them par-
ticularly relevant for reaction monitoring [221–225]. Since each



Fig. 18. Simulated 2D COSY spectra using 25% NUS, after Fourier transform of the direct dimension. Missing data points in the indirect dimension are reconstructed by fitting
a model to the data.

Fig. 19. COSY magnitude spectrum of ethyl acetate acquired using (b) a conventional pulse sequence (512 points), (c) 25% Non-uniform sampling (128 points) and (d) 10%
Non-uniform sampling (51 points).

Fig. 20. Pulse sequence for (a) basic HMQC acquisition, (b) ASAP-HMQC pulse
sequence, with TOCSY spinlock pulse used to enhance relaxation by polarisation
sharing. sR = relaxation delay. (c) Polarisation sharing (blue arrows) from donor
protons (Hd) to an acceptor proton (Ha) coupled to a 13C nucleus (red arrow).

Y. Ben-Tal, P.J. Boaler, Harvey J.A. Dale et al. Progress in Nuclear Magnetic Resonance Spectroscopy 129 (2022) 28–106
slice represents only a small portion of the sample volume, signal-
to-noise for ultrafast experiments is very low. As with other NMR
experiments, repeat measurements may be made to increase
signal-to-noise. In many cases, particularly where the spectra con-
tain substantial t1 noise, acquiring multiple scans for an ultrafast
experiment may prove more effective than a conventional acquisi-
tion of the same duration [226].

3.6.5. Multiple acquisition
The approaches discussed above have mainly considered meth-

ods to mitigate the long recovery time required for quantitative
NMR. An alternative approach is to make use of the recovery time
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to gain additional information. In a typical NMR experiment,
regardless of whether it is 1D, 2D etc., the signal is recorded on just
one channel. Any magnetisation remaining on other NMR active
nuclei is unobserved and ‘wasted’. Simply adding an extra receiver
to detect this magnetisation increases the amount of information
that can be acquired in a single experiment, and can even allow
parallel acquisition of two different experiments [227–229].

Whilst some newer spectrometers are equipped with multiple
receiver channels as standard, most spectrometers have a single
receiver which is shared between all channels, and so are incom-
patible with multiple receiver experiments. A special suite of
experiments has been developed that allow multiple acquisition
on a single receiver spectrometer, using the residual magnetisation
after acquisition of the first FID. ‘Time-share’ experiments use this
residual magnetisation to record several spectra with correlations
to different heteronuclei or different evolution delays by acquiring
multiple FIDs within a single pulse sequence [230–232]. Alterna-
tively, a group of different NMR experiments can be chained
together to produce a ‘supersequence’ with up to five separate
spectra recorded with only one relaxation delay [233,234].

Multiple acquisition techniques have yet to be widely exploited
in the determination of kinetics, the analysis of complex reaction
pathways, and the identification of transient intermediates;
nonetheless we consider it an area likely to see future
development.

4. Kinetics and speciation

4.1. Non-equilibrium vs equilibrium systems

In organic and organometallic chemistry, the most common
method to obtain data for kinetic analysis is to measure the



Scheme 2. A schematic representation of the response of a system to change of
conditions in a chemical relaxation experiment. After the rapid change of
conditions, the system is no longer at equilibrium, and its attainment of the new
dynamic equilibrium is analysed.
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changes in concentrations of species as a system approaches equi-
librium (Scheme 1a); in many cases the reverse reaction is unde-
tectable. Depending on the reaction, the experiment can be
conducted in two distinct ways. In the more conventional
approach, the reaction is initiated, by adding for example a reagent
or catalyst, or an external trigger (e.g. light) is used, and the ensu-
ing approach to equilibrium is analysed. Alternatively, a rapid
change in conditions is applied to a system already at equilibrium,
and the ensuing changes in concentrations are followed as the sys-
tem ’relaxes’ to establish a new equilibrium state (Scheme 2,
Section 4.2.1).

There are several limitations to the above method (Scheme 1a),
the most important being the timescale of the chemical reaction of
interest. Firstly the overall process, or some elements of it, must be
slowwith respect to the differences in Larmor frequencies between
peaks, so that distinct signals are detected for substrates, products,
and if they significantly accumulate, intermediates. Secondly, the
reaction must not be so fast that it proceeds to completion before
measurements can be made, although specialised in situ methods
(Section 2.4.4) can help. However, if the process is at dynamic equi-
librium (Scheme 1b), it can still be possible to obtain kinetic infor-
mation by NMR. Depending on the rate, this can be achieved by
probing changes in spin populations after the system has been dis-
turbed by an appropriate pulse sequence, or more generally by line
shape (bandshape) analysis (see Case Studies 3 and 8). These
approaches are discussed in Section 4.4.

The two methods (Scheme 1) are thus complementary in terms
of the timescales of the processes for which they are effective. This
Section describes some of the most common ways to study equilib-
rium and non-equilibrium systems, the choice of an appropriate
method for a given reaction, and the analysis of the resulting data.
4.2. NMR analysis of non-equilibrium systems

Acquiring kinetic data for non-equilibrium systems usually
comprises three stages: i. optional measurement of an initial (‘t0’;
time zero) NMR spectrum, ii. initiation of the reaction or perturba-
tion of the conditions; iii. periodic acquisition of spectra compris-
ing single or multiple FIDs. With an appropriate standard (see
Section 2.1.2) the initial concentrations to be used in kinetic mod-
elling can usually be determined from the initial spectrum; one
exception to this is in the case of fast reaction initiated by stopped
flow, where a genuine t0 spectrum is not measured. The rate of
acquisition of spectra is dependent on the nature of the experi-
ment, and is sometimes the most challenging aspect for the exper-
imentalist. The reliability of the primary data must be borne in
mind when extracting kinetic information from it. For a process
that is relatively rapid, steps must be taken to reduce the time
needed to acquire a spectrum (e.g. reducing the pulse angle and
decreasing the number of scans) to increase kinetic data density.
These adjustments can lead to loss of S/N and make quantitative
study of low concentration species unreliable.
4.2.1. ‘Chemical relaxation’ methods
The general principle of the relaxation-based kinetics experi-

ment is illustrated in Scheme 2. Examples of chemical relaxation
Scheme 1. Two approaches to reaction monitoring. (a) Concentrations of reagents
change over time for a system initially at non-equilibrium, and (b) the concentra-
tions of reagents are independent of time for a system at dynamic equilibrium.
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experiments include a rapid change (‘jump’) in temperature, pH,
pressure, or concentration (e.g. via dilution). A useful feature of
the temperature jump [235–240], and of the pressure jump
[241], experiment is that they can be repeated numerous times
on the same sample, provided that the system is chemically stable.
Moreover, as the reactants are already pre-mixed in the solution,
there are no mass transfer considerations, provided that the sys-
tem is thermally homogeneous.

Temperature jump is the most common method for chemical
relaxation NMR experiments, and has been widely utilised in
studying protein folding dynamics. NMR spectrometers can oper-
ate over a range of temperatures, and the temperature of the probe
can routinely be changed, within instrument-specific limits (Sec-
tion 2.1.1.1). However, the rates of heat transfer from the VT gas
to the solution are too slow (see Fig. 1) for rapid temperature jump
experiments in situ. Thus, the first temperature jump experiment
in NMR spectroscopy, the refolding of Ribonuclease A, was per-
formed by external temperature jump. The NMR tube containing
the sample was maintained at 45 �C in a heating block, then rapidly
cooled to 10 �C by partial immersion in a water–ice bath. The 10 �C
sample was then rapidly inserted into the probe, pre-cooled to
10 �C. Data acquisition began about 30 s after the (external)
35 �C temperature drop, and the refolding was monitored at
10 �C for about 25 min inside the probe [235]. In order to improve
the method, various techniques have been developed to perform
rapid in situ temperature jumps, some of which enable tempera-
ture changes of up to 25 K in <20 ms [236–240]. Achieving solution
phase pressure jumps in the sample in the NMR probe is techni-
cally much more demanding, and has mostly been used to study
protein folding [241]. The technique has not yet been adopted for
mechanistic NMR analysis of organic and organometallic pro-
cesses, but offers great potential.

The data obtained in an NMR chemical relaxation experiment is
intensity (and thus concentration) vs time. Both the forward and
reverse processes must be accounted for, and in a first order
A � B system, Fig. 21, a simple differential equation (Eq. (9)) can
be applied. Here k1 and k–1 are the rate constants of the forward
and reverse reaction under the new conditions (after the ’jump’),
with x being the difference between the temporal and final (equi-
librium) concentrations, i.e. [A]t = [A]1 + x. Integration of Eq. (9)
gives the concentration dependence as a function of time (Eq.
(10)) where x0 is the shift from the new equilibrium immediately
after the jump, and x the shift after time t. The equation can then
be fitted to the experimental data, Fig. 21, using standard non-
linear regression.

dx
dt

¼ k�1 B½ �1 � x
� �� k1 A½ �1 þ x

� � ð9Þ

x ¼ x0e� k1þk�1ð Þt ð10Þ



Fig. 21. A simulation of a temperature-jump relaxation experiment. Under the
initial conditions, the equilibrium constant of the A � B reaction is 0.5. Upon rapid
change of temperature, the system relaxes to reach a new dynamic equilibrium
with an equilibrium constant of 4.0. Each data point in the plot corresponds to a
separate NMR spectrum acquired during the experiment.
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4.2.2. Processing spectra for data extraction
For both the classical irreversible initiation, and chemical relax-

ation methods, appropriate steps should be taken when processing
the acquired data to ensure that it reflects the evolution of the
reaction, and not progressive errors or irregularities resulting from
spectral acquisition or processing. Thus the spectra must all be pro-
cessed under identical conditions to minimise any differences
between the spectra that might corrupt the relative integrals
between or within the series. For convenience, the NMR spectra
can be opened in parallel in a ‘‘stacked” format, available in all
common NMR spectral processing software packages. Phase and
baseline corrections should be applied (in that order) before inte-
gration, ensuring that peaks have the correct line-shape (using ref-
erence deconvolution methods, Section 3.4.4.3, if needed) and that
the spectral baseline is flat. The integrated areas of broad peaks can
be substantially attenuated by some baseline correction methods.
Chemical shift correction (referencing) is also recommended in
order for spectra to be externally comparable.

Finally, before integration of the signals relevant to the reaction
evolution, the integral of the internal standard should be nor-
malised to eliminate any external changes in absolute intensity
such as receiver gain re-optimisation. This is often not an issue,
especially when spectra are all acquired using the same acquisition
parameters, but it should be noted that any re-optimisation of
these parameters will likely result in variation of the absolute
intensity of the signal. This underscores the importance of choos-
ing the right internal standard. Without such a standard, kinetic
data acquired by integrating spectra where the acquisition param-
eters are continually re-optimised, for example in reactions run in
interrupted in situ mode (see Section 2.2.1) can become unreliable.

4.3. Kinetics of non-equilibrium systems

4.3.1. Rate equations
The kinetics of chemical reactions are described mathematically

using differential equations, often referred to as rate equations.
Such equations are derived directly from the law of mass action
and the chemical equations used to define the elementary step(s)
in a reaction mechanism. This in turn means that the characteris-
tics of an empirical rate equation, i.e. one determined by experi-
mentation, can be used to interrogate a reaction mechanism. It
should always be borne in mind, however, that numerous mecha-
nistic scenarios can all lead to similar or identical empirical kinet-
ics. In other words, rigorous mechanistic analysis should not be
based on kinetics alone.

It is much more common for temporal concentration data,
rather than rate data, to be extracted directly from a series of
NMR spectra, and there are a number of different approaches for
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the treatment of differential equations that allow mechanistic
hypotheses to be tested using this temporal concentration data.

4.3.2. Power laws and rate order
Rate equations for simple reactions are often written in the

form of a power law.

d P½ �
dt

¼ k A½ �x B½ �y ð11Þ

x A½ � þ y B½ �!k P½ � ðfor a single step reactionÞ ð12Þ
In the example in Eq. (11), [A] and [B] are the concentrations of

the reactants, x and y are the partial orders of the reaction with
respect to each reactant, and k is the rate constant. The sum of
these powers is known as the order of the reaction. For elementary
reactions (those which occur in a single step) the partial orders are
equal to the stoichiometric coefficients of each species, as defined
in the chemical equation, Eq. (12). However, most reactions of
interest contain multiple steps, with the rates of later reaction
steps depending on the concentrations of reaction intermediates
generated in earlier steps. Thus the overall rate equation for a mul-
tistep reaction of any complexity usually applies the assumption
that the intermediate species exist in a steady state.

4.3.3. Rate laws for linear reaction systems
Using the steady-state approximation, where the rate of change

of the concentration of a reaction intermediate is assumed to be
negligible, allows simplifications to be made. In the example
shown in Eq. (13), substrate A converts to product to P, via equilib-
rium with reactive intermediate B, and a steady-state approxima-
tion rate equation can be simply derived. This is easily extended
to an analogous reaction involving an additional reagent C which
captures intermediate B (Eq. (14)). In the first case (Eq. (13)), where
all steps are unimolecular, the resulting steady state rate equation
takes the form of a power law, where all of the individual rate con-
stants are collapsed into a single constant denoted kobs (the
observed rate constant). This is often not strictly applicable, as in
the common case (Eq. (14)) where step 2 (k2) is bimolecular. This
leads to an equation whose structure requires a split denominator,
containing concentration terms as well as constants. Here it can be
seen that the concentrations cannot be separated into the form of a
power law, which means that the reaction order is (at least techni-
cally) undefined unless limiting conditions are applied. As the
complexity of a reaction increases, and more intermediates are
added, the complexity and number of terms in the steady state rate
equation also increase, often disproportionately. Fortunately,
matrix and graphical methods are available for assembling steady
state equations for extended linear systems [242].

4.3.4. Rate laws for catalytic reaction systems
Similar steady-state methods have been developed to allow

rapid generation of rate equations for reactions involving cyclic
(catalytic) arrangements of species. The best known of these are
the method of King and Altman and related approaches [243–
245]. These methods have found significant application in enzy-
mology, biochemistry, synthetic and physical-organic chemistry.
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4.3.4.1. The pre-equilibrium approximation. The Michaelis-Menten
rate expression rests on the assumption that all catalyst species
are connected in a rapidly attained (non-rate limiting) equilibrium
state [246]. The other key assumption made by this (and other)
steady state analyses of catalytic systems is that the substrate (or
substrates) is in large excess over the catalyst. A general rule is that
the catalyst loading should not exceed 10% of the concentration of
the limiting substrate. This is because this model is unable to
account for the amount of substrate that is used to populate
substrate- or product-containing intermediates in the catalytic
cycle. As the catalyst loading increases, so does the proportion of
substrate that is required to maintain the catalytic intermediates;
when this amount is a large proportion of the total substrate con-
centration (at high catalyst loadings), this offset starts to notice-
ably affect the quality of the analysis. In rate equations of this
type, the numerator corresponds to the product of the equilibrium
and rate constants (with substrates as required) representing a
complete productive cycle round the catalytic system. The denom-
inator represents a normalised sum of all of the possible catalyst
states; the number 1 corresponds to an initial state, and subse-
quent states are defined as the products of the equilibrium con-
stants and substrates, Fig. 22.

4.3.4.2. Briggs-Haldane rate equations. The Briggs-Haldane rate
expression [247], Fig. 22, is the second most common form used
for catalytic cycles, and again assumes that all of the catalyst spe-
cies are in a steady state; it is distinguished from the Michaelis-
Menten expression in that it breaks all equilibrium terms (Kn)
down into their microscopic rate constants (kn and k–n). This
approach leads to superficially more complex rate equations, but
Fig. 22. Michaelis-Menten and Briggs-Haldane rate equations describing turnover and sp
catalyst present in the system, i.e. [Cat]0 = [Cat] +

P
[Intn].
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is much more generally applicable than the Michaelis-Menten
approach. In the Briggs-Haldane rate expression, any of the steps
can be rate determining; this is true even of a forward rate con-
stant for a reversible step, which would be assumed to be very
rapid in a Michaelis-Menten rate equation. The numerator of these
equations is very similar to that of the Michaelis-Menten equa-
tions, but the denominator is derived differently; the collection
of terms represents all possible ways in which a given catalytic
state can be generated from each of the other catalytic states.
4.3.4.3. Catalyst speciation. The speciation of a catalyst refers to the
temporal populations of the different catalyst states during the
progress of the reaction; the populations of these states relate to
their rate(s) of formation and decay in the same way as the linear
systems described earlier. A common term when discussing cat-
alytic reactions is the catalyst ‘‘resting state”. This is the most pop-
ulated state (where the catalyst ‘‘rests”) and is sometimes the state
that undergoes the turnover rate limiting step in the cycle, or an
intermediate in equilibrium with this. It is also not uncommon
for the resting state to be ‘off cycle’, thus connected by equilibrium
to only one ‘on cycle’ intermediate.

When using NMR to monitor and study reactions, the direct
detection of catalyst speciation states is dependent on two condi-
tions being met. Firstly, there must be sufficient concentration of
catalyst present (compared to substrate and product) for detection
to be feasible, and thus low catalyst concentrations can result in
species being undetectable above the noise. Secondly, the reso-
nances corresponding to different catalyst states must be in a
slow-exchange regime. Fast exchange of catalyst species results
in a single set of resonances, whose integral corresponds to the
sum of the concentrations of all states and whose chemical shift
represents a weighted average of the shifts of all species involved
in the rapid exchange process.

If both of these conditions are met, it is useful to compare this
speciation as a function of time to the speciation predicted using
a rate equation (or a full model, see Section 4.3.5). It is the capacity
of these models to describe catalyst speciation that enables them
to describe the rate of the reaction as a whole, and an accurate
eciation in two examples of simple catalytic reactions. [Cat]0 is the total amount of
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depiction of temporal catalyst speciation strongly enhances any
kinetic model used to support a mechanistic hypothesis.

If the catalyst resting state can be identified, or conversely, cat-
alyst species shown to be in negligible concentration relative to
others, rate equations of Michaelis-Menten or Briggs-Haldane form
can be greatly simplified. In short, if a rate constant in a proposed
cycle is much smaller than the others, then terms containing it can
often be omitted, or subsumed into a single collection of terms, for
instance in the denominator of a rate equation. Such eliminations
are commonplace in both linear and catalytic rate equations and
result in simplified forms. In very pronounced cases this can result
in further cancellations from the rate equation and lead to more
dramatic simplifications. More broadly, this can be considered
one of the reasons why superficially complex reaction systems
involving multiple reagents can, under limiting conditions, display
behaviour consistent with very simple rate equations.

4.3.5. More advanced model building – Numerical integration of
systems of differential equations

While closed-form expressions for rate equations are very use-
ful when considering order and reaction mechanism, the nature of
the approximations that lead to them means that they are not
exact solutions to the set of differential equations describing a
reaction system. A more accurate approach is to use software that
implements numerical integration techniques to approximate the
full system of differential equations. While the computational cost
of such procedures scales with the complexity of the system of
equations, most mechanistic proposals for chemical reactions
studied in the laboratory can be computed rapidly using a variety
of freely available or commercial software packages on a single
CPU [248–250]. Once a mechanism has been proposed and prelim-
inary datasets acquired for a reaction, the system of differential
equations describing this mechanism should be entered into the
fitting programme of choice: this is the kinetic model. The goal
of any fitting algorithm is to minimise the discrepancy (normally
the sum-square error) between the numerical integration outputs
from the model and the concentration vs time data extracted from
integrating the NMR spectra.

Finding and evaluating such a model, or more usually a series of
models, can range from a very simple to an extremely laborious
task. The greater the diversity and number of sets of experimental
temporal concentration data that are available, the more con-
strained the fit, and thus the more likely the model reliably reflects
the mechanism being investigated. Ideally the initial concentra-
tions of all components should be varied over as wide a range as
amenable to the NMR analysis method being employed, and reac-
tions conducted to high levels of conversion.

4.3.6. Fitting data to a kinetic model
When fitting experimental data to a kinetic model (be it a

steady state model or a full system of equations model) it is crucial
that enough data is provided for meaningful conclusions to be
drawn. How much, and what type of, data depends on the com-
plexity of the model and howmany components can be monitored.
A key advantage of NMR in this regard is that multiple species can
be monitored simultaneously. Because of this capacity for multi-
species quantification, multiple parameters can often be fitted
using a single experimental dataset. To test the robustness of any
fit, reactions must be conducted and monitored using different ini-
tial conditions (e.g. different concentrations of reagents) and fitted
simultaneously with the other data.

4.3.6.1. Underfitting and overfitting. Two limiting regimes should be
borne in mind when fitting kinetic models to experimental data.
The first is underfitting, and usually arises when a model is
incomplete because intermediates, side products, or catalyst
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species present in significant concentration have not been detected
experimentally, or have not been included in the model (Fig. 23a).
This can occur when rapid chemical exchange between intermedi-
ates results in a single set of time averaged resonances. It is impor-
tant to consider that the integral of any resonance in this set will
reflect the sum of the concentrations of all species in rapid
exchange with it, while the chemical shift of this resonance will
reflect a weighted average of the shifts of these same species.

The second is overfitting, and occurs when more species are
invoked in a model than can be monitored experimentally. Indeed,
when multiple species are present in a model and are ‘‘untethered”
to temporal concentration data, many different sets of rate con-
stants and arrangements of species can be used to achieve an
apparently good fit with experiment, making mechanistic interpre-
tation unreliable. In Fig. 23b two intermediates have been added to
the model used in Fig. 23a: one is experimentally detected (pur-
ple), the other is proposed but undetected (black). The model in
Fig. 23b now fits very well to the data, but only does so when
the rate constants are adjusted to make the concentration of the
undetected intermediate in the model, vanishingly low (see inset
to graph). In Fig. 23c, removal of the undetected intermediate still
allows for a good (in fact slightly better) fit to the experimental
data, and this is the model that should be retained, with the caveat
that there may be further undetected intermediates. In other
words, if more information becomes available at a later date, for
example to support the proposal that the NMR-undetected inter-
mediate (black) in Fig. 23b is present, then the complexity of the
model can be increased to accommodate it.
4.3.7. Graphical and visual kinetic analysis
Analysis of plots based on integrated rate equations for simple

kinetic systems has long been an invaluable tool for determining
the empirical rate constants, and kinetic orders with respect to
reagents and catalysts. In the majority of cases, fitting to linearised
expressions distorts the statistical weights of the experimental
data points, and non-linear regression is recommended. For exam-
ple, a first order temporal decay in the concentration of reactant,
‘A’, is better analysed by non-linear regression of [A]t = [A]0e�kt,
than linear regression of a ln([A]0/[A]t) = kt. It is also important
to note that these simple graphical analyses do not account for var-
ious phenomena in complex multistep reactions, including for
example, changes in rate determining step, catalyst deactivation,
induction periods, autocatalysis, and product inhibition. Analo-
gously, monitoring initial rates, and hence discarding most of the
reaction course from studies, also results in loss of valuable infor-
mation on such process, that may only be evident on careful exam-
ination of the whole reaction profile.

An increasingly popular tool for analysing the kinetic profiles of
non-equilibrium systems is visual kinetic analysis (VKA) [251–
253]. This was first used by Michaelis and Davidsohn, but substan-
tially developed and popularised by Blackmond, and by Burés. VKA
is based on monitoring the reaction throughout its whole course,
and plotting original or modified data, to visually assess the reac-
tion kinetics. In a recent minireview [251], Burés explained two
main approaches: reaction profile kinetic analysis (RPKA [253],
first described by Blackmond in 2005) and variable time nor-
malised analysis (VTNA). The main advantages of VKA include that
the reaction is monitored throughout its whole course rather than
solely in its initial stage, and that only a simple analysis, and often
only a few experiments, are required. Reaction profiles of compli-
cated catalytic systems can be qualitatively assessed by performing
simple experiments and visual comparison of a series of plots
based on various functions. However, the lower precision and usu-
ally qualitative nature of the approach should be borne in mind
when interpreting data using the VKA techniques.



Fig. 23. Three models used to fit a simple catalytic reaction (A + B ? P). Model (a) does not include an observed intermediate (purple) leading to under-fitting; model (b) is
over-fitted; the inset shows how the model fits the data by minimising the concentration of an experimentally undetected (and wholly unevidenced) intermediate; see text
for full discussion. Model (c) is the simplest solution that provides an acceptable fit. For real examples see Case Studies 3, 10, and 13.
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4.3.7.1. Reaction progress kinetic analysis (RPKA) [253]. In RPKA, the
reaction is analysed by data from a measurable parameter (e.g.
concentration, or rate) as a function of time [253]. This primary
data is then processed to transform it into variables convenient
for visual analysis. In NMR spectroscopy, signal intensities, which
are directly proportional to concentrations of species, are the pri-
mary data. With sufficient data density, these can be differentiated
as a function of time, e.g. by taking the derivative of a best-fit high-
order polynomial, to obtain reaction rates, which are plotted
against concentrations of the substrate or product.

In RPKA, three main types of experiments are performed,
namely same excess, different catalyst loading and different excess,
and the appropriate plots of reaction rates against concentrations
compared to account for reaction orders, as well as various other
phenomena such as product inhibition, catalyst decomposition,
etc.

In the same excess experiment (Fig. 24a), the reaction is studied
under two sets of conditions, both containing an initial imbalance
in the concentrations of two species. The absolute concentrations
of these species differ between the two sets of conditions, e.g.
[A]0 = 0.1 M and [B]0 = 0.05 M in the first, and [A]0 = 0.2 M and
[B]0 = 0.15 M in the second, but the ’excess’ of one component over
the other is identical: in this case [A]0 – [B]0 = 0.05 M. If the reac-
tion is catalysed, then the same catalyst concentration is employed
in both experiments. As the reaction under the second set of con-
ditions ([A]0 = 0.2 M, [B]0 = 0.15 M) proceeds, and A and B are con-
sumed, their concentrations will eventually fall to be identical to
the initial conditions in the first system ([A]0 = 0.1 M, [B]0 = 0.05

M). The difference between the two systems is that products (and
side products) are present in one but not (yet) in the other. Hence,
plotting the rate of reaction against concentration of the substrate
will only give coincident (often termed ’overlaying’)[253] curves if
there is no product or side-product inhibition, or progressive cata-
lyst deactivation. If the plots do not overlay, then addition of
exogenous product, and re-running one of the reactions, enables
differentiation between product inhibition and catalyst
deactivation.

In order to determine the kinetic order (Section 4.3.2) with
respect to a catalyst, a series of (at least two) reactions must be
studied with the same initial concentrations of all substrates and
different catalyst concentrations (Fig. 24b). Simply transforming
the y-axis into rate divided by the concentration of the catalyst
to a certain power, x, and finding the value of x for which the data
overlay, will indicate the order with respect to the catalyst.

In order to determine the kinetic order in substrate, a different
excess experiment (Fig. 24c) is conducted. Here only the initial con-
centration of one of the substrates is varied between two or more
reactions, with all other conditions kept the same. Then by plotting
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rate/[substrate]y on the y-axis, and finding the value of y for which
the data overlay, will indicate the order with respect to that
substrate.
4.3.7.2. Variable time normalisation analysis (VTNA) [252]. The main
principles of VTNA are similar to those of RPKA, in that a reaction is
monitored throughout its whole course [252]. However, the key
difference in VTNA is that the data is analysed as concentration
(y-axis) vs f-time (x-axis), where f is a function applied to the time
data to ’normalise’ a series of plots. In the context of NMR spec-
troscopy, there is a major advantage to directly using temporal
concentration data rather than having to convert this first to rate
(see RPKA). In VTNA, f is varied until two (or more) plots of the
same reaction system started under different initial conditions,
overlay. As detailed below, the normalising function, f, depends
on the specific type of VTNA experiment. These are referred to, in
an analogous manner to RPKA, as same excess, different catalyst
loading, and different excess. The experiments are performed to
account for catalyst deactivation and/or product inhibition and to
determine the reaction orders with respect to the catalyst and all
substrates.

In the same excess experiment (Fig. 25a), the two plots obtained
for two systems at different starting points must be shifted along
the x-axis (time), so that the concentrations of substrates (and cat-
alyst) are equal for each point; thus f-time = time + constant. Coin-
cidence of the plots indicates no catalyst deactivation and no
product inhibition. Plots that do not coincide indicate significant
impact of one or both of these phenomena. In these circumstances
a further reaction with exogenous product from the start must be
studied to distinguish deactivation versus product inhibition.

In the different catalyst loading experiment (Fig. 25b), the origi-
nal plots of concentration of product (or starting material) against
time are modified by transforming the x-axis (originally time) into
f-time = R[cat]xDt (Eq. (15)), and then iteratively finding the value
of x (the empirical order in catalyst) for which the plots best match.

X
cat½ �xDt ¼

Xn
i¼1

cat½ �i þ cat½ �i�1

2

� �x

ti � ti�1ð Þ ð15Þ
X
cat½ �xDt ¼ cat½ �0xt ðwhen no catalyst deactivationÞ
Hence, the concentration of the active catalyst must be known

to apply the time normalisation in Eq. (15). This variable-time nor-
malisation can be simplified to [cat]0xt, assuming constant concen-
tration of the catalyst throughout the course the reaction.
Similarly, performing the different excess experiment (Fig. 25c),
and normalising the time variable according to Eq. (15), where



Fig. 24. RPKA: (a) same excess experiment, (b) different catalyst loading, and (c)
different excess experiment for a simulated reaction as in scheme at top. For an
example of the application of RPKA see Case Studies 7 and 15.

Fig. 25. VTNA: (a) same excess experiment, (b) different catalyst loading, and (c)
different excess experiment for a simulated reaction as in scheme at top. For an
example of the application of VTNA see Case Study 9.
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the catalyst concentration is now substituted with the concentra-
tion of the reagent of interest, are used to determine the order with
respect to that substrate, y.
4.4. NMR analysis of systems at dynamic equilibrium

There are two main advantages to the analysis of the kinetics of
systems at chemical equilibrium. Firstly, the durations of experi-
ments conducted on the system are not limited by the reaction rate
and thus lifetime, only by the instrument time available and the
chemical stability of the sample. Secondly, since the system is
already pre-mixed and pre-equilibrated, the mass transfer issues
that attend initiation of non-equilibrium systems can be avoided.
However, as the net concentrations of all species are independent
of time, systems at chemical equilibrium pose a unique challenge
for standard chemical kinetic measurements. Here, NMR offers
great opportunities for mechanistic analysis, and several tech-
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niques have been developed that enable the interrogation of such
systems, provided they occur at a sufficiently fast rate [254].
4.4.1. Disturbing the magnetic equilibrium of the system
One approach to monitoring a dynamic equilibrium system is to

disturb its magnetic equilibrium, while leaving the chemical equi-
librium intact. The return of the magnetisation to its equilibrium
state is affected by the dynamics of the chemical equilibrium and
can thus be used to interrogate the latter. The most commonly-
used techniques to achieve this are magnetisation transfer experi-
ments (also known as Hoffman-Forsén or selective inversion recov-
ery experiments) and EXchange SpectroscopY (EXSY; this uses the
same pulse sequence as NOESY) [254–257]. In these experiments,
appropriate pulse sequences allow for monitoring the return of
the system to its magnetic equilibrium, as the net magnetisation
of the appropriate nuclei can be followed as a function of time.



Scheme 3. Generic system involving two non-coupled spins, A and B, which (a) do
not undergo chemical exchange, and (b) undergo chemical exchange via a single-
step unimolecular mechanism.
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4.4.1.1. Magnetisation transfer. The pulse sequence for a selective
inversion recovery experiment is shown in Fig. 26a [254]. At the
beginning of the experiment, all nuclei are at magnetic equilib-
rium, with the net magnetization along the +z-axis. An initial
180� soft (and thus selective) pulse inverts one of the signals (at
a chosen frequency) to the –z-axis. Then, after a variable delay, s,
a 90� pulse is applied, with immediate acquisition of the FID. In a
single experiment, this pulse sequence is repeated for a number
of variable delays, and the intensities of the signals (both the selec-
tively inverted and the initially non-inverted) are recorded as a
function of the variable delay, s. The shapes of the plots of intensity
against time for the inverted and non-inverted signals depend on
whether chemical exchange occurs between some or all nuclei
within the system. Here we discuss the concept by way of a simple
two-spin model (non-coupled spins A and B; no cross-relaxation),
where spin A is inverted by the soft pulse, and the spins either
undergo no chemical exchange (Scheme 3a) or undergo exchange
via a single-step unimolecular mechanism (Scheme 3b).

In the case of no chemical exchange (Scheme 3a; Fig. 26b), the
initial 180� pulse inverts one of the signals (spin A) to the –z-axis.
During the variable delay, the nuclei relax longitudinally,
approaching the initial +z-magnetisation. The extent to which the
relaxation takes place depends on the variable delay with the lim-
its of negative maximum intensity (–I1) for s = 0, and maximum
intensity (I1) as s ? 1 (i.e. the intensity of the signal at magnetic
equilibrium). The rest of the pulse sequence is a standard NMR
experiment, which creates transverse magnetisation and allows
for acquisition of the FID. Hence, the plot of intensity against time
Fig. 26. A selective inversion-recovery experiment in which A is inverted and
magnetisation transfer into B is used to determine rates of exchange between A and
B. (a) Pulse sequence and kinetic model (boxed species are present at s = 0). (b) Plot
of intensity (Is) against delay time (s) for both the inverted signal (spin A) and the
non-inverted signal (spin B) where no chemical exchange occurs between the spins
(kT1 = 0). (c) The effect of the rate of chemical exchange (kT1 = 0–50) on Is versus s.
In all cases T1

A = T1
B and K1 = 1. (d) Expansion of the s /T1 = 0–0.5 region of plot (c)

showing how chemical exchange is complete in less than one tenth of T1 when
kT1 = 50.
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(Fig. 26b) shows a first order relaxation process from –I1 (s = 0),
approaching I1 at s > 5T1. Since there is no exchange in the system
(k = 0), it is the same as a plot for an inversion-recovery experiment
used to determine T1 (described in Section 3.2). The soft pulse does
not affect any other signals in the system (spin B in the model;
Fig. 26a), and hence they show a constant value of their maximum
intensity, independent of time (Fig. 26b).

When chemical exchange occurs, Scheme 3b, the selective
inversion recovery experiment can provide information about the
kinetic behaviour of the system. As above, the initial 180� pulse
selectively inverts the magnetisation vector of the appropriate
nuclei to the –z-axis, while leaving all other signals unaffected
(see boxed species in the kinetic model in Fig. 26a). When s = 0
and when s � 5T1, the situation for both the initially inverted
and non-inverted signals is the same as for non-exchanging sys-
tems. However, at s values between these two extremes, two inter-
dependent processes take place. The recovery of the initially
inverted signal is accelerated by the chemical exchange (A becom-
ing B, and B* becoming A*; Fig. 26a). The faster the exchange, the
greater the deviation from first-order kinetics in the recovery of
spin A (see e.g. IA versus s in Fig. 26d when kT1 = 50). The combined
relaxation and chemical exchange effects also cause the signal for B
to develop a characteristic asymmetrically stretched ‘V-shape’
(Fig. 26c). The faster the chemical exchange, the more asymmetric
the V-shape (Fig. 26d). Hence, it is straightforward to qualitatively
observe chemical exchange between species via the selective
inversion recovery experiment. Moreover, the IA and IB versus s
data can be analysed to quantitatively interrogate the proposed
mechanism, and to determine the rate constants of exchange
[256–258].

For selective inversion recovery experiments where the longitu-
dinal relaxation of the isolated spins is inequivalent (e.g. T1A – T1

B),
provided that the rate of chemical exchange is sufficiently fast (e.g.
kT1 = 50 in Fig. 26d), the system can approximated by a single (K1-
weighted) T1 value for both nuclei undergoing exchange. However,
for systems that undergo exchange at slower rates, the T1 relax-
ation times of the individual nuclei should ideally be determined
independently (see Section 3.2). This can be challenging when spe-
cies A and B cannot be isolated or selectively prepared. Under such
circumstances, kinetic simulation (Fig. 26a, Section 4.3.6) allows
the IA and IB versus s data to be modelled using k1, k–1, T1A and T1

B

as fitting parameters, albeit with greater uncertainty. If possible
one can also determine (k1/k–1), T1A and T1

B at a series of tempera-
tures below which there is no significant chemical exchange rela-
tive to relaxation. Correlations then allow temperature-
extrapolated values to be compared with the fitting parameters
in the kinetic model of the IA and IB versus s data at the tempera-
tures required for significant chemical exchange [258].

The length of the 180� pulse depends on the bandwidth chosen
for inversion. Short pulse lengths, especially important for rapid
exchange processes, mean larger bandwidths, and so large signal
separation is essential for reliable quantitative data. Lastly, the
above description holds true for non-coupled spin systems. Any
scalar coupling between exchanging spins must be taken into con-
sideration, which renders the design of the experiment, as well as
analysis and modelling of the data, more complex [259].
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A variation of inversion transfer is saturation transfer, where
the initial selective pulse saturates the signal of choice, rather than
inverting it. The main principles of the analysis are therefore sim-
ilar [260], and any form of differential perturbation can be used.
4.4.1.2. EXSY. Two-dimensional EXchange SpectroscopY (2D EXSY)
as a technique for monitoring reaction kinetics was first proposed
in 1979 [248]. The pulse sequence of a 2D EXSY experiment is iden-
tical to that of 2D NOESY, and is presented in Fig. 27a. Three 90�
pulses are applied, followed by immediate acquisition of the FID.
The acquisition time in EXSY is conventionally labelled as t2 and
corresponds to acquisition time in a standard 1D NMR experiment.
The two periods that separate the second pulse from the first one,
and the third from the second, are called evolution time (t1) and
mixing time (sm), respectively.

In a single EXSY experiment, the pulse sequence is repeated a
large number of times, with t1 as an equally spaced variable. The
mixing time, sm, is fixed. Because the chemical exchange leading
to transfer of magnetisation occurs within this period it must be
carefully adjusted to the studied system. The net magnetisation
is therefore a function of t1 and t2, which upon double Fourier
transformation, is converted into a two-dimensional spectrum.

An example spectrum is shown Fig. 27b [261]. Both axes show
frequency, and the diagonal peaks represent the nuclei resonating
at their Larmor frequencies. Cross-peaks appear in the spectrum
for nuclei which undergo detectable chemical exchange within
the mixing time. In this example, nuclei A, S(xA,xA), and B, S(xB,
xB), undergo chemical exchange, and the cross peaks have the fre-
quencies of S(xA,xB) and S(xB,xA). It is noteworthy that while the
2D EXSY spectrum is symmetrical about the diagonal, if A and B
have different T1 values, then their cross-peak volumes will only
be identical for long recovery times.

It is straightforward to observe chemical exchange qualita-
tively, simply by looking at the spectrum. However, the utility of
EXSY extends to obtaining quantitative data. Before acquiring
and analysing an EXSY spectrum, one must appropriately choose
a suitable mixing time. If mixing times are too short, cross-peaks
will not be observed (due to the system not being allowed to
exchange sufficiently during the period). If mixing times are too
long, the experiment will not give reliable kinetic data due to the
impact of T1 relaxation of the species involved in the equilibrium.
According to Perrin and Dwyer [262], an optimal mixing time for
a two-spin exchanging system is as shown in Eq. (16), where T1
is the relaxation time of the nuclei (assuming these are identical
for both spins), and k = kAB + kBA (kAB and kBA are the rate constants
of the forward and reverse reactions). These are usually then esti-
mated prior to the EXSY experiment, with further optimisation of
sm, if needed, as a matter of trial and error.
Fig. 27. (a) Pulse sequence of a 2D EXSY experiment. (b) A 31P 2D EXSY spectrum of
two non-coupled spins, A and B. Cross peaks (*) indicate considerable chemical
exchange between the spins within the mixing time (sm). The spectrum is
symmetrical about the diagonal axis. For an application of EXSY see Case Study 10.
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sm;optimal ¼ 1
1
T1
þ k

ð16Þ

ln
r þ 1
r � 1

¼ ksm ð17Þ

For the previously discussed simple system with two exchang-
ing spins (Scheme 2b), the rate constant, k, can be calculated using
Eq. (17), where r = 4xAxB(IAA + IBB)/(IAB + IBA) – (xA – xB)2 in which I is
the integrated volume under the appropriate signal, and xA and xB
are the mole fractions of spins of the two species A and B, respec-
tively. Unless instrument time is limited, it is advised to conduct a
detailed analysis of the integrated volumes (IX) as a function of sm
and determine k using Eq. (17). An alternative approach that min-
imises the experiment length is to run a series of one-dimensional
versions of EXSY. The approach is based on carefully choosing a
small number of t1 values (N2 t1 values are required if N sites are
in exchange), then Fourier transforming the spectra in f2 only.
The resulting set of 1D spectra can be analysed to obtain the kinetic
information for the system of interest [263].

As shown above, choosing the mixing time and extracting
kinetic data from an EXSY experiment is straightforward in two-
spin systems (e.g. A and B in Scheme 3). For multi-spin systems,
(A, B, C; or A, A0, B etc.) the mathematics becomes more compli-
cated and matrix analysis of results is required for extracting
kinetic data [255].

Lastly, it is noteworthy that certain nuclei are more suited for
magnetisation transfer and/or EXSY experiments than others. Most
importantly, scalar coupling, relaxation times, and the range of
chemical shifts involved, play interrelated and significant roles in
whether or not any particular nucleus is well suited for these tech-
niques. Nuclei that generally relax more slowly offer the advantage
of monitoring the approach to magnetic equilibrium in magnetisa-
tion transfer over a longer time period. A review by Orrell presents
examples of successful application of 2D EXSY for different nuclei
[264].

4.4.2. Line shape analysis
The second common approach to monitoring a dynamic equilib-

rium system involves line shape analysis. In principle this is a
straightforward method for determining rate constants of
exchange; however, in practice it can be difficult to separate the
effects of exchange from those of relaxation and field inhomogene-
ity. The applicable timescale is isotope dependent, but for 1H is typ-
ically in the 10–100 ms range. It is based on the appearance of
signals in an NMR spectrum depending on nuclear properties of
the spin, such as T2 relaxation time, and on the rates of exchange.
In the slow exchange regime, two distinct signals are observed. As
exchange becomes faster these broaden, reaching a coalescence
point at which theymerge into one (theminimum between the sig-
nals is no longer observed). As the exchange becomes faster still, the
signal becomes averaged and the natural line width is restored, in
the fast exchange limit (Fig. 28). The simplest mathematical
description of these effects for systems without scalar coupling is
provided by the Bloch-McConnell equations [265].

In practice, line shape analysis is performed over a range of con-
ditions that change the rates of exchange. The variables involved
include, for example, temperature, concentration of ligand, and
pH. Variable temperature line shape analysis also provides activa-
tion parameters via the Arrhenius (Eq. (18)) and Eyring (Eq. (19))
equations.

k Tð Þ ¼ Ae�
Ea
RT ð18Þ

k Tð Þ ¼ kBT
h

e
DSz
R e�

DHz
RT ð19Þ



Fig. 28. Signals arising from two non-coupled but exchanging spins, A and B. (a)
signal averaging in the fast exchange regime, (b) coalescence point, (c) signal
broadening in the slow exchange regime, (d) slow or no exchange. For examples of
the application of line-shape analysis see Case Studies 3 and 8.
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Although the analysis of line shape, e.g. the coalescence point,
can be approximated visually, software has been developed to
allow for quantitative analysis by computational simulation of
the spectra and fitting of experimental data. This is essential when
the exchange process is mechanistically more complex than the
simple two-site (A, B) system exemplified above; see Case Study
3 for an example.
4.5. Titrations

The versatility of NMR as a tool for equilibrium kineticmeasure-
ments has already been discussed, and its utility in determining
thermodynamic parameters is also very important [266]. NMR
titrations can be of great importance in the study of the kinetics
of a complex reaction, as the determination of association/isomeri-
sation events in isolation can be used to greatly reduce the number
of parameters that require to be fitted in a global kinetic model.
While titrations are commonly used in the laboratory as tools for
quantitative analysis of the concentration of an analyte, their
implementation in NMR studies is often somewhat different.
Rather than being utilised to determine the concentration of an
analyte using a well-defined equilibrium (or set of equilibria), they
are instead used to determine the nature and magnitude of the
equilibrium constants themselves. In this section, we discuss the
study of reversible molecular associations, using three examples:
a single reversible association, a competitive association, and a
cooperative association. A common experimental design for an
NMR titration is one in which the concentration of a single compo-
nent is varied systematically and the system response is plotted as
a function of this variation. Depending on the rates of the equilib-
ria, the response might be a change in the chemical shift of a key
resonance, or a change in the integral of that resonance.
4.5.1. Single equilibrium
The simplest titration experiments relate to an equilibrium that

describes a single reversible association between two species, that
we refer to herein as generic species A and B. The nomenclature
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can, and should, be changed to more chemically-relevant terms
for the specific system of interest, for example M (metal complex)
and L (ligand), or Cat (catalyst) and Sub (substrate).

Aþ B¢
K1

A � B where K1 ¼ A � B½ �
A½ � B½ � ð20Þ

To determine K1, the speciation of the system is measured at
different concentrations of one of the components, while all of
the others are kept constant. This speciation can be measured in
two ways, depending on the rate of equilibration. In the case where
the rate is slow at the NMR timescale (see Section 4.4.2), the con-
centrations are determined directly from the spectrum: they are
proportional to the integrals of the separate signals due to each
species Ix, Eq. (21).

K1 ¼ IA�B
IAIB

ð21Þ

If the rate is faster than the NMR timescale, then species A will
give rise to a signal (or number of signals) with the chemical shift
(s) tending towards that of A�B as species B is added. In this scenar-
io, the absolute concentration of [A�B] can be calculated starting
from Eq. (22), which states that the observed shift is a weighted
average of the limiting shifts of pure A and pure A�B [267].

d ¼ xAdA þ xA�BdA�B where xA þ xA�B ¼ 1 ð22Þ
Since the concentration of A�B cannot exceed the initial concen-

tration of A (i.e. [A]0, which is kept constant during the titration),
Eq. (23) can be used to calculate the concentration of A�B, provided
that [A]0 is known.

xAB ¼ A � B½ �
A½ �0

¼ d� dA
dA�B � dA

ð23Þ

To extract K1, Eq. (24) is employed, using the known total con-
centrations [A]0 and [B]0 to give [A�B] as the only variable. Rear-
rangement for solution as a quadratic equation, and combination
with Eq. (23) then allows fitting of Eq. (25), to a full dataset by min-
imising the sum-square error.

K1 ¼ A � B½ �
A½ � B½ � ¼

A � B½ �
A½ �0 � A � B½ �� �

B½ �0 � A � B½ �� � ð24Þ

d� dA
dA�B � dA

¼
K1 A½ �0 þ K1 B½ �0 þ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�K1 A½ �0 � K1 B½ �0 � 1
� �2 � 4K2

1 A½ �0 B½ �0
q

2K1

ð25Þ
4.5.2. Competitive equilibria
The situation is more complex for a system of several coupled

equilibria, Eq. (26), where B and C compete for A. This situation
might be encountered for example when a catalyst (A) can bind
both the substrate (B) and the product (C), with the latter leading
to inhibition of catalysis.

A � Bþ C¢
K1

Aþ Bþ C¢
K2

A � C þ B ð26Þ
Here the two constants, K1 and K2, can be determined by non-

linear regression of Eq. (27) and Eq. (28) [268]

A½ � ¼ � a
3
þ 2
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � 3bð Þ

q
cos

h
3

� �
; ð27Þ

A � B½ � ¼
B½ �0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�3bð Þp

cos h
3ð Þ�a

n o
3K1þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�3bð Þp

cos h
3ð Þ�a

n o

A � C½ � ¼ ½C�0f2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�3bð Þp

cos h
3ð Þ�ag

3K2þf2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�3bð Þp

cos h
3ð Þ�ag

ð28Þ
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where h ¼ �2a3þ9ab�27c

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�3bð Þ3

q
a ¼ K1 þ K2 þ B½ �0 þ C½ �0 � A½ �0;
b ¼ K1 C½ �0 � A½ �0

� �þ K2 B½ �0 � A½ �0
� �þ K1K2

c ¼ �K1K2 A½ �0
In the case of competitive titration experiments it is common to

start with a known concentration of two components and then sys-
tematically change the concentration of the competitor while mea-
suring the system response by NMR. This results in a plot and
fitting of data that look very similar to those for a single reversible
association. Competitive equilibria are particularly useful for the
indirect determination of molecular association in cases where
the study of the complex of interest is not spectroscopically feasi-
ble. In such cases, a competitor whose binding can be quantified
spectroscopically can be titrated in the presence of different con-
centrations of the molecule of interest, allowing the thermody-
namics of the interactions of interest to be determined.

4.5.3. Cooperative equilibria
For systems of equilibria where multiple components can asso-

ciate in a sequential manner, the degree to which each association
event affects subsequent associations can be quantified as the
cooperativity of the system, a. Equilibria that are completely unco-
operative (association at each site is independent of association at
other sites) have a = 1. Systems where association makes subse-
quent associations more favourable, have positive cooperativity,
a > 1, and analogously for negative cooperativity where subse-
quent associations are less favourable, a < 1 [269]. An illustrative
example of a cooperative system is one in which A can bind with
two molecules of B sequentially, Eq. (29). This situation might be
encountered for example when B is a ligand at a metal site (A)
and only the monoligated form (A�B) is catalytically active; under
these conditions larger K1 and lower a values lead to more efficient
catalysis.

Aþ 2B ¢
2K1

Bþ A � B ¢
1
2aK1

B � A � B ð29Þ

K1 ¼ A � B½ �
A½ � B½ � and K2 ¼ aK1 ¼ B � A � B½ �

A � B½ � B½ � ð30Þ

Statistical factors (2 and ½) are used in weighting the equilibria
because of the equivalence of the two association sites (in A and in
B�A�B) [270]. For a fast exchange system, the degree to which A is
saturated with B is a measurable ‘occupancy parameter’, hA,
defined in this example by Eq. (31) and determined experimentally
in a manner analogous to Eq. (23).

hA ¼
1
2 A � B½ � þ B � A � B½ �

A½ �0
ð31Þ
Fig. 29. Comparison of titration curves for (a) simple, (b) competitive, and (c) sequent
negative cooperativity, a < 1, systems. See Case Studies 1 and 10 for examples.
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When the concentration of B is much greater than the total con-
centration of A, i.e. [A]0, then the concentration of non-associated
(‘free’) B can be approximated as [B]0, Using the equilibria in Eq.
(29), hA, can be expressed as a function of [B]0, depending on K1

and a; Eq. (32).

hA ¼ K1 B½ �0 þ aK2
1 B½ �0

1þ 2K1 B½ �0 þ aK2
1 B½ �0

ð32Þ
4.5.4. Preparing the sample for analysis
The following is a typical procedure. Two stock solutions (I and

II) are prepared. Solution I contains only component, e.g. A, and is
prepared first, at an accurate and precise concentration. A large
excess of B is then dissolved in a sample of solution I to give solu-
tion II, in which A is essentially only present in the form A�B. The
large excess of B in solution II ensures that small volumes of it
can be added to solution I in the NMR titration, to give data that
spans a large range of speciation, with a manageable total sample
volume in the NMR tube. As large numbers of solution transfers are
typically conducted in an NMR titration, great care must be taken
to ensure volumetric accuracy in any dilutions, and minimisation
of solvent evaporation. All stock solutions should be prepared
freshly (where practical), stored in sealed vessels, and transferred
using microsyringes to prevent evaporation.

Although there is no time dependence in mathematical models,
the stability of substrates and the rate of adjustment of a system to
a new equilibrium must always be considered when designing a
titration experiment. If the system is still equilibrating at the time
of measurement, then the integral data extracted will not reflect
the equilibrium populations and will therefore introduce large
errors in the data. For this reason, it is useful to repeat measure-
ments for systems in slow exchange and compare integrals to ver-
ify that the system has reached equilibrium before proceeding with
the next aliquot of solution II. Removing part of the solution
already in the NMR tube leads to errors due to solvent evapora-
tion/transfer loss and should be avoided if possible. We advise
use of specialised titration NMR tubes (Fig. 2d). These have a screw
cap lid designed to facilitate sequential addition of aliquots, allow-
ing resealing, and thorough mixing of the sample in the upper
chamber by repeated inversion of the tube.

4.5.5. Model selection
The first point to consider when fitting data to a model is the

functionality and symmetry of the compounds being studied, and
thus the likely stoichiometry of association. If the stoichiometry
of association is 1:1 then a simple bimolecular association, which
gives a quadratic response curve (Fig. 29a) will usually give a good
fit for the data. If a number of identical association sites are avail-
ial association with positive cooperativity, a > 1, and sequential association with



Fig. 30. An example 1H DOSY analysis of a mixture of small organic molecules in
CD3CN (400 MHz, D = 75 ms, d = 1.1 ms, 20 �C). (a) Stacked 1D 1H NMR spectra
obtained at different gradient strengths (gz), with quadratic ramping from 0.05 Gmax

to 0.95 Gmax (16 increments; Gmax = 53.5 G cm�1). (b) Linearised Stejskal-Tanner
plots for two example molecules (Et2O (1), 1,3,5-triisopropylbenzene (2)); the
diffusion coefficient of each species is represented by the gradient. (c) 2D 1H DOSY
NMR spectrum. Spectral overlap in the aromatic region (dH = 7–8 ppm) between
resonances from p-F-PhOH (3) and 1,3,5-triisopropylbenzene (2) leads to compro-
mised apparent diffusion coefficients; other species, for example 4, 5 and 6, are
better resolved.
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able, then models with stoichiometry 2:1 or higher must be con-
sidered. The first model to examine in such a case is a non-
cooperative 2:1 termolecular association (single equilibrium)
which has a steeper initial response (Fig. 29b) than the quadratic
curve of 1:1 association (Fig. 29a). If the non-cooperative 2:1
model does not fit, then the simple single equilibrium association
should be split into multiple binding events, whose equilibrium
constants are linked by a cooperativity constant (a; Eq. (29)). Fit-
ting of the cooperativity constant (Fig. 29c) should allow the model
to incorporate systematic deviations if cooperative binding is the
cause. In the case of a positively cooperative system, the data will
have sigmoidal character, with an initial lag in uptake compared to
the non-cooperative fit, followed by a large increase as more guest
is added. A negatively cooperative association will have a faster
uptake but also an earlier plateau when compared to a non-
cooperative model of the same stoichiometry.

4.6. Analysis of intermediates using DOSY

Pulsed field gradient (PFG) NMR experiments can be used to
determine the translational self-diffusion coefficients, DT, of mole-
cules in solution. Because DT depends on molecular size, shape,
conformational flexibility, and density, its measurement can be
very valuable for probing interactions and intermediates in mech-
anistic studies. Such experiments invariably employ a diffusion-
ordered spectroscopy (DOSY) display method [271]. DOSY allows
one to probe the structure, interactions, and reactions of small to
medium sized molecules [272–274], in a way that is complemen-
tary to other approaches; see for example Case Studies 2, 12 and
15. DOSY can be applied to mechanistic work in a qualitative, or
quantitative manner. However, due to the absence of a general
relationship between DT and molecular weight, especially for small
molecules, quantitative interpretations must be made with caution
[275–277].

4.6.1. The DOSY experiment
In a typical DOSY experiment, a one-dimensional PFG is applied

along the z-axis, after the standard 90� excitation, resulting in the
phases of the nuclear spins being dependent on their position in
the sample. In the absence of any diffusion, the effect of the first
PFG can be negated by reversing the direction of all the spins in
the horizontal plane (xy-plane) (e.g. with a spin or stimulated echo
sequence) and then applying a second, identical, PFG.Moleculeswill
of course diffuse randomly in the time between the two PFGs, and
the root mean square displacement zrms of a molecule along one
dimension from some initial position after a time t is given by Eq.
(33). This diffusion leads to vertical mixing, and therefore incom-
plete refocussing by the second PFG. The greater the extent of verti-
cal mixing, the greater the attenuation of the observed signal
intensity, I, relative to I0, the signal in the absence of the paired PFGs.

By measurement of a series of 1D spectra (Fig. 30a) in which the
PFG strength, gz is varied, the diffusion coefficient DT can be deter-
mined by regression of Eq. (34), in what is referred to as a Stejskal-
Tanner plot (Fig. 30b) [278,279]. However, fitting to a linearised
form distorts the statistical weight of the experimental data points,
and non-linear regression of the Stejskal-Tanner equation, Eq. (35),
is recommended. Both equations require the effective diffusion
time, Def, (closely related to the delay (D) between the PFGs)
[278], and the duration, d, of the PFG. The latter two are usually
fixed, and only gz varied; this avoids complications arising from
T1 and T2 relaxation. It is common to transform the resulting series
of 1D spectra into a 2D representation, with one dimension the
chemical shift and the other the fitted diffusion coefficient DT,
Fig. 30c

zrms ¼
ffiffiffiffiffiffiffiffiffiffiffi
2DTt

p
ð33Þ
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ln
I
I0

� �
¼ � cgzdð Þ2Def DT ð34Þ

I
I0

¼ e� cgzdð Þ2Def DT ð35Þ
4.6.1.1. Nucleus, solvent, co-solutes, and temperature con-
trol. Although 1H is ubiquitous, the narrow chemical shift range
and prevalence of homonuclear coupling can lead to spectral over-
lap, precluding accurate determination of DT values. Pure shift
methods (Section 3.5) can be used to achieve significant improve-
ments in DOSY resolution [280–282]. Enhancements can also be
achieved by combining DOSY with other 2D NMR techniques –
including COSY, HSQC, NOESY and TOCSY – to create 3D DOSY
experiments [283–285]. 13C{1H} DOSY has greater spectral resolu-
tion than 1H, but requires polarisation transfer (13C INEPT, DEPT)
[286]. Spectral congestion can sometimes be avoided by using 19F
or 31P DOSY, if the chemistry permits it [287,288]. 6Li DOSY in com-
bination with 1H-DOSY and 6Li{1H}-HOESY, has been usefully
applied for study of aggregation in organolithium compounds
[289].

The self-diffusion coefficient, DT, varies with solution viscosity,
which in turn depends on the identity of the solvent, the concen-
tration of the sample, and the identity and concentration of any
co-solutes. In general, greater DT values will be observed for more
dilute samples, and in samples prepared with low viscosity sol-
vents. For mixtures of multiple compounds – and particularly dur-
ing the selection of appropriate internal diffusion standards
(Section 4.6.2.3) – it is crucial to consider the possibility of inter-
molecular complexation and self-association, and DT values that
change significantly with concentration are diagnostic of such
interactions. In addition to viscosity, the choice of solvent also
determines susceptibility to convection. In general, a more viscous



Fig. 31. (a) alkylation of triazole at the 4-position, mediated by strong neutral organic base 7. (b) 1H DOSY NMR analysis employed during mechanistic analysis to establish
that a doubly-H bonded ion pair {[7H]+[8]–} is generated, in which the nitrogens at the 1- and the 2-positions are protected from alkylation, thus accounting for the unusual
selectivity (the alkylation of 1,2,4-triazole usually occurs at the 1-position) [27].
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solvent with high density and low thermal expansion coefficients
should be selected to suppress convective flow. However, for
mechanistic studies it is essential that DOSY experiments are con-
ducted in the same solvent, or one of the range of solvents, as the
reaction under investigation.

Convective flow during DOSY can lead to highly misleading
results [290], and must be eliminated or otherwise suppressed in
experiments where quantitative accuracy in DT values is required.
Ideally, cryoprobes should be avoided, and the experiments run
under ambient conditions. Elevated VT gas flow rates can be
applied to minimise temperature gradients, but must not be so
high as to affect the physical stability of the sample in the probe.
Variable temperature experiments must be accompanied by care-
ful temperature calibration, ensuring also that the sample has
reached thermal equilibrium. Greatly reduced convective flow
can be achieved by using NMR tubes with thicker walls/narrower
bores.

4.6.1.2. Pulse sequence and gradient parameters. There are many
pulse sequences for DOSY NMR. A ‘stimulated echo’ pulse sequence
with bipolar and spoiler gradients [291] is a good starting point for
2D DOSY experiments on organic samples. The Oneshot sequence
permits the acquisition of good quality DOSY spectra without
phase cycling and can significantly reduce experiment times
[292]. If spectral resolution is an issue, 3D pulse sequences, includ-
ing COSY-iDOSY [285], DQF-COSY-iDOSY [284], and HSQC-iDOSY
[283] can be employed. PSYCHE-iDOSY can be used for pure shift
1H-detected DOSY experiments [280]. 1H DOSY experiments in
non-deuteriated solvents should make use of a sequence that
supresses the residual solvent signal(s). Two commonly employed
PFG shapes [293] are the sine bell and the smoothed trapezoid
[278], and ideally the gradient pulse strength is incremented in a
way that produces evenly distributed data points in the Stejskal-
Tanner plot. The total number of increments n dictates the
dynamic range of the DOSY experiment, and for small and medium
sized molecules (Mw = 50 – 1000 g mol�1) n should be between 10
and 20.

4.6.2. Interpreting DOSY in mechanistic studies
There are two general approaches for the interpretation of dif-

fusion coefficients for small and medium-sized molecules [275].
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One uses variations on the Stokes-Einstein equation; the other uses
empirical power laws to extract molecular weight information
based on calibration curves generated from internal or external
reference compounds.

For example, a dual H-bonding association between the cation
[TBDH]+ ([7H]+) and the 1,2-nitrogens of the 1,2,4-triazolate anion
[8]– has been proposed as the mechanism by which TBD (7) catal-
yses the alkylation of 1,2,4-triazole (8H), with high selectivity for
addition at the 4-position, Fig. 31 [27]. Although X-ray crystallog-
raphy identified {[7H]+[8]–} in the solid state, simple 1H NMR
chemical shift analysis in solution was ambiguous. However,
NMR diffusion studies provided important information about this
interaction under the conditions of catalysis. 1H NMR-DOSY spec-
tra of [7H]+PF6– (0.10 M) and an equimolar mixture of [7H]+PF6–

(0.10 M) and [Bu4N]+[8]– (0.10 M), were measured in CD3CN at
20 �C using Me4Si and 1,3,5-trimethoxybenzene as internal refer-
ence compounds. In a qualitative sense, the decrease in the diffu-
sion constant for [7H]+ (from DT = 2.1 � 10�5 cm2 s�1 [see open
green boxes in Fig. 31] to 1.7 � 10�5 cm2 s�1) upon the addition
of [8]–, and the observation that [7H]+ and [8]– then share the same
diffusion constant was strongly suggestive of solution-phase asso-
ciation, {[7H]+[8]–}n. Using the diffusion of Me4Si (DT = 3.2 � 10�5

cm2 s�1) to standardise between the samples allowed a Stokes-
Einstein based estimation of the volumetric ratio of {[7H]+[8]–}
versus [7H]+ as 1.23. This was compared with a computed (KS-
DFT; PBE0 + GD3BJ/6–311 + G(d,p)) volumetric ratio of 1.24, sup-
porting the conclusion that the association is predominantly
monomeric, i.e. n = 1.

4.6.2.1. Stokes-Einstein. The Stokes-Einstein equation (Eq. (36)) is
based on diffusion of a perfectly spherical particle (volume V; mass
M; density q; radius R) under ideal conditions. It cannot be usefully
applied in a direct manner to the molecules of interest in most
mechanistic investigations. Instead, a number of modifications
are made to allow application. One common modification, Eq.
(37), includes correction factors that account for solute size, fs,
and non-spherical geometry, fg.

DT ¼ kBT
6pgR

¼ kBT
6pg

4p
3V

� �1
3

¼ kBT
6pg

4pq
3M

� �1
3

ð36Þ
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DT ¼ kBT
6f gf spgR

ð37Þ

Gierer and Wirtz derived Eq. (38), that expresses fs in terms of
the radius ratio a = Rsolv/R [294]; although the equation tends to
systematically overestimate DT when Mw < 1000 g mol�1. The
SEGWE method, Eq. (39), developed by the group of Morris, intro-
duces an effective molecular density qeff = q/fg3 to predict the diffu-
sion coefficients of small and medium-sized organic molecules
[276,277]. The radius ratio a is approximated from the relative
molecular masses of the solute (Mw) and solvent (Mw

s ). Using an
extensive benchmarking set (Mw < 1,500 g mol�1) a universal value
of effective density qeff = 0.627 g cm�3, Eq. (40), was found to give
the best overall agreement with experimental diffusion coeffi-
cients. This expression is generally applicable to many small
organic molecules. However, for concentrated solutions, especially
those comprising electrostatically charged solutes (as generated
for example in organic acid-base reactions, or with cationic metal
complexes often used as catalysts), the use of a series of standards
is recommended.

f s ¼
2 1þ að Þ

3a 1þ að Þ þ 2
;a ¼ Rsol

R
ð38Þ

DT ¼ kBT
6pg

4pqeff NA

3MW

� �1
3 3a 1þ að Þ þ 2

2 1þ að Þ
� �

;a ¼ Msol
w

Mw

 !1
3

ð39Þ

qeff ¼
q
f 3g

¼ 0:627 g mL�1 ð40Þ
4.6.2.2. Empirical power laws. An alternative approach involves
empirical power laws, and a common one is Eq. (41), in which K
and b (typically 0.4 < b < 0.8) depend upon the identity of the sol-
vent, the temperature, viscosity, molecular density and molecular
geometry [275].

DT ¼ KM�b
w ; and log DT ¼ �blog Mw þ log K ð41Þ

A series of reference compounds of known Mw are used to gen-
erate a calibration curve, based on the logarithmic form of Eq. (41).
The correct selection, and use of a substantial number, of reference
compounds is crucial, and extrapolations outside the calibratedMw

range should be avoided.

4.6.2.3. Selection of reference compounds. Reference compounds for
DOSY should have broadly comparable molecular densities (qM)
solvation characteristics, and geometries to the solute(s) of inter-
est. Ideal reference compounds are direct homologues of the
solute(s) of interest – although this is often impractical. The den-
sity of a molecule qM can be estimated using Eq. (42) which
approximates VM by a summation of the van der Waals volumes
VA,i of all the constituent atoms i, with each atom treated as a
sphere of van der Waals radius ri [299]. This approach works best
when solute and reference compounds belong to the same geome-
try class, generally described as compact spheres, dissipated
spheres/ellipsoids (DSEs) and extended discs [298]. Most small
organic molecules diffuse as DSEs.

qM ¼ Mw

VM
¼ MwP

iVA;i
¼ 3

4p

� �
MwP

ir
3
i

ð42Þ
4.6.2.4. Internal versus external calibration. Reference compounds
can be added to the sample of interest [286,287,295,296], or mea-
sured independently [297,298]. Although in principle, internal cal-
ibration eliminates the greatest number of systematic errors, for
mechanistic investigations the difficulty of finding appropriate ref-
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erence species that also have reaction compatibility can make the
external technique simpler to apply. For internal calibration a sin-
gle DOSY spectrum is acquired, with DT of all components
extracted from the same spectrum. The reference compounds must
be inert and their signals well-resolved from each other, and from
the reaction components. Ideally three or more internal standards
should be used, however spectral congestion is often a major issue.

External calibration greatly reduces issues arising from spectral
congestion, and from undesired influence of the reference on the
mechanism or kinetics of the reaction being investigated. The cal-
ibration curves are generated using a series of reference com-
pounds together with a universal internal standard, Eq. (43).
Normalised diffusion coefficients for each reference compound,
Di,norm, are obtained from Di and DIS, the coefficient measured for
the reference and alongside the internal standard IS, and DIS,norm,

the coefficient of the internal standard in the same solvent, with-
out any other solutes present. A double logarithmic plot of log10[-
Di,norm] vs log10(Mw) gives the final calibration curve. Whilst
separate external calibration curves must be generated for each
solvent, once generated they are universally applicable. For exam-
ple, calibration curves have been published for d8-THF, d8-toluene,
CDCl3, CD2Cl2, d12-cyclohexane, d6-DMSO, and C6D6, and can be
applied directly [297,298].

log10 Di;norm
	 
 ¼ log10 DIS;norm½ � þ log10 Di½ � � log10 DIS½ � ð43Þ
5. Use of isotopes

5.1. Introduction

Mechanistic studies in organic and organometallic chemistry
frequently depend upon isotopic substitution experiments. Such
experiments usually involve the incorporation of a stable, normally
naturally low-abundant, isotope(s) into a reaction component – for
example in a substrate, intermediate, catalyst, ligand, solvent etc.
The fate, or influence, of the isotope is then determined so as to
help elucidate mechanistic information. Chemical reactions of syn-
thetic relevance are often complex, with many involving extended
networks of coupled reactions – some slow, some fast, some rever-
sible, some irreversible. In such networks it is often possible for
multiple steps to be affected by a single isotopic substitution in
the starting material. Nevertheless, when deployed judiciously,
isotopic substitution experiments afford mechanistic insights of
unsurpassed detail and subtlety, offering a direct, experimentally
determinable outcome from key transition states in complex reac-
tions, and providing robust quantitative benchmarks to support
theoretical studies. NMR spectroscopy is uniquely suited to the
monitoring of isotopically-enriched (or depleted) reactions in the
solution phase, on account of its capacity to distinguish molecules
that differ by virtue of isotopic constitution (isotopologues) and
isotopic connectivity/configuration (isotopomers). Indeed, as
reviewed below, when conducted in conjunction with NMR spec-
troscopy, isotopic substitution can be applied in a wide variety of
ways.

For example, isotopic substitution can be used to perturb the
rate of a chemical process, or the position of an equilibrium, and
thus to extract mechanistic information (Section 5.3). Isotope ‘en-
trainment’ (the flux of an isotope through a reaction) can be used
to probe the behaviour of intermediate species detected during
stoichiometric and catalytic reactions. Strategic simplifications of
NMR spectra, or the facilitation of multidimensional NMR tech-
niques, can be achieved by selective installation of isotopes, allow-
ing for example the structures of complex organometallics and
ligand architectures to be deduced. The enrichment of a naturally
low-abundance, NMR active isotope (e.g., 13C, 15N) in a substrate,
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intermediate or catalyst can be used to enhance S/N during reac-
tion monitoring, expedite spectral acquisition, aid in the detection
of elusive reactive intermediates at low concentrations, and deter-
mine coupling constants that are typically unobservable at natural
abundance (e.g. 13C-13C, 13C-15N).

Isotopic substitution studies in organic chemistry typically
make use of nine key isotopes – encompassing both spin ½ and
quadrupolar nuclei – including seven that are directly-detectable
by NMR spectroscopy (2H, 6Li, 10B, 11B, 13C, 15N, and 17O) and two
that are NMR silent (18O, 34S). It should be noted that NMR silence
does not preclude the use of the corresponding nuclei in isotopic
substitution experiments, as they can often be detected by sec-
ondary isotope shifts induced in proximate, NMR active nuclei.

Synthetic routes for the installation of isotopic labels range
from the trivial to the very laborious. For exchangeable protons
(e.g. NH, OH, SH), isotopic labelling can be done in situ using deu-
teriated isotopologues of protic solvents (e.g. MeOD, D2O). More-
over, under appropriate conditions the precise ratio of
protonated to deuteriated substrate can be controlled with the cor-
responding ratio of protonated/deuteriated solvent, allowing a
technique referred to as ‘proton inventory’. 2H labelling of non-
labile positions is often possible with an appropriate choice of syn-
thetic pathway, due to the diverse array of commercially available
deuteriated precursors.

Isotopic substitution of heavy nuclei can be laborious and
expensive, due to the relatively narrow range and cost of
commercially-available precursors, but the benefits in terms of
application in NMR-based mechanistic elucidation are frequently
worth the effort. In contrast to the large range of complex isotopi-
cally labelled bio-organic precursors that are commercially avail-
able, those required for complex organic reactions are much
more limited. This usually means that multistep synthesis from
simple precursors is required. For 13C-labelling, these include
13CH3I, 13CH3OH, [1-13C]-acetic acid, [1,2-13C2]-acetic acid,
[1-13C]-bromoacetic acid, [1,2-13C2]-bromoacetic acid, [1-13C]-
benzoic acid, [1-13C]-acetyl chloride, [1,2,3-13C3]-acetone, [13C6]-
PhH and 13CO. 15N-labelling is often initiated from 15NH3 or ammo-
nium salts of the form 15NH4X (X = OH, Cl, NO3, OAc) or (15NH4)2-
SO4, whilst 10B/11B labelling typically begins with the
corresponding [10B]- and [11B]- boric acids or esters. For heavier
isotopes, commercial availability is more limited in scope. For
example, for 18O and 34S labelling, the precursors are generally lim-
ited to 18O2, 18OH2 and 34S8.

5.2. Atom accountancy and tracking

Sites of isotopic substitution are often employed as tracers (la-
bels) during reaction monitoring [300]. In these cases, isotopic sub-
stitutions are made at selected sites within a substrate, and the
connectivity of the label is tracked during the course of a reaction.
In this way it is possible to trace the origin and destination of
specific nuclei in a reaction, when this would otherwise remain
unknown or ambiguous. This approach is particularly useful for
distinguishing competing reaction pathways that lead to degener-
ate products (e.g. migrations), and therefore also for the investiga-
tion of stereochemistry. Isotopic substitution can also be used as a
tool for spectroscopically resolving otherwise degenerate mole-
cules during a reaction, by virtue of induced isotopic shifts or
changes in scalar coupling. This is particularly useful for monitor-
ing self-exchange and intermolecular competition reactions
involving multiple isotopologues by NMR.

Isotopic substitutions are ideally suited to atom accountancy
and tracking experiments, as the replacement of one isotope by
another generally has a very small effect on the reactivity of a sub-
strate (see Section 5.3), and therefore is unlikely to perturb the
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underlying reaction mechanism. Atom accounting experiments
generally seek solely to track the position of an isotopic label in
an intermediate or product, allowing qualitative, but often funda-
mental, deductions to be made about the reaction mechanism.
However, when combined with quantitative NMR measurements
and kinetic simulations, atom accounting experiments can be used
to make quantitative assessments of rates and equilibria.

‘Crossover experiments’ with isotopically labelled substrates
are a particularly powerful form of atom accounting [301–304].
In a crossover experiment, two different isotopologues of the same
substrate are assembled together at the start of reaction, and the
isotopic content of the products is then analysed after partial or
complete reaction. If the substrate undergoes some form of frag-
mentation, or intermolecular exchange with another species dur-
ing the reaction, there will be a degree of isotopic exchange
(‘crossover’) evident in the distribution of the product isotopo-
logues. The generation of crossover products can often be detected
by NMR through changes in scalar coupling and isotope shifts. The
outcome of such an experiment can help corroborate, or discount, a
mechanistic proposal.

Caution must be exercised when using deuteriated substrates in
crossover experiments, where peripheral pathways leading to sta-
tistical isotopic scrambling are competitive with the productive
reaction. Facile exchange between protic solvents and a substrate,
intermediate or product is a common cause of such scrambling.
Indeed, the scrambling of isotopes in the product via other pro-
cesses should always be tested, using reference materials.

The atom-accountancy approach has proved useful to us in a
wide variety of mechanistic studies. The Pd-catalysed hydrosilyla-
tion of norbornenes is an example that demonstrates the value,
and variety, of crossover experiments that can be conducted with
isotopically labelled substrates, Scheme 4. By combining multiple
2H/13C crossover experiments with 29Si{1H} NMR spectroscopy
[305], a range of conclusions were drawn about the mechanism
of this fundamental process. Crossover experiments with rac-
[13C]-9 and rac-[2H]-9 proceeded with only a trace of scrambling
in the substrate (9) and gave all four possible product isotopo-
logues – 10, [13C]-10, [2H]-10 and [13C, 2H]-10. This was shown
to be consistent with a process in which each molecule of product
is generated from components of two separate molecules of the
substrate, via two sequential turnovers of a ‘two silicon cycle’.
Kinetic simulations were able to reproduce almost exactly the dis-
tribution of product isotopologues observed by 29Si{1H} NMR. It is
important to note that the presence of both 1JSi-C coupling and c-2H
isotope shifts was pivotal for the NMR spectral resolution of the
four products.

Changes in scalar coupling on use of different isotopologues can
also be a very valuable mechanistic tool. For example, if an inter-
mediate is detected in an in situ NMR investigation, and the struc-
ture of the intermediate is ambiguous, the presence or absence of
specific scalar couplings over single or sequential bonds can pro-
vide definitive evidence of bond cleavage or bond generation, both
inter- and intra-molecular. In a recent study of the [2,3]-
rearrangement of 11, catalysed by benzotetramisole 12, a short-
lived intermediate was detected by in situ 19F NMR and by in situ
13C{1H} NMR using an 13C-isotopically-enriched substrate. How-
ever the identity of the intermediate, amongst a number of possi-
bilities including 14–17, was unclear [32]. Synthesis of triply 13C-
labelled substrate 13C3-11, and 15N-labelled catalyst 15N-12,
allowed in situ 13C{1H} NMR analysis of 1JCC and 1JCN couplings
and chemical shifts, to provide definitive evidence that the bonds
indicated in [15N1,13C3]-18, Scheme 5, were present, and thus sup-
port the conclusion that this is the intermediate. Confirmation that
18 is an intermediate en route to 13, not a catalyst side product,
was provided by isotope entrainment, see Section 5.4



Scheme 4. Mechanistic analysis of Pd-catalysed hydrosilylation by 2H/13C crossover. Example isotopologue distributions in reagents (9) and products (10) are reported as
percentage abundance at 38% conversion. [Pd] = [(phen)PdMe(OEt2)]

Scheme 5. Multiple NMR-active isotope labelling to allow detection of new CAN and CA bonds in transient intermediate 18, via scalar couplings determined by in situ 13C
NMR spectroscopy [32]. For further examples see Case Studies 8 and 14.
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5.2.1. Isotope shifts
Isotopic substitution typically leads to small but measurable

perturbations in the chemical shifts of nearby nuclei [306]. These
perturbations are termed isotope shifts and denoted by nDdx(IH,
IL), where Ddx specifies the change in chemical shift of a reporter
nucleus X that arises from isotopic substitution, IH and IL denote
the two isotopes (heavy and light) being exchanged, and n denotes
the number of intervening bonds between the reporter nucleus X
and the site of isotopic substitution, Eq. (44). Primary isotope shifts
arise when the reporter nucleus X and site of isotopic substitution
are one and the same (i.e. n = 0), whereas secondary isotope shifts
arise when n > 0. Primary isotope shifts are thus only possible for
elements with at least two NMR active nuclei.

0DdX IH; ILð Þ ¼ dX IHð Þ � dX ILð Þ ð44Þ
The equilibrium geometry of molecules (the global minimum

on the potential energy surface) is generally regarded as being iso-
topically independent. Isotopic substitution does, however, change
the vibrational frequencies of a molecule on the potential energy
surface, and therefore the time-averaged molecular geometry
[307,308]. It is these small, time-averaged structural changes that
lead to perturbations in chemical shifts. Structural perturbations,
and therefore isotope shifts, are largest when isotopic substitution
is made at a site whose motion contributes to strongly coupled
anharmonic modes.

Isotope shifts decrease in magnitude with increasing n, are
approximately additive, and are largest when: (i) the reporter
nucleus X has a broad chemical shift range (e.g. X = 13C, 15N, 19F);
and (ii) the fractional increase in mass upon isotopic substitution
is largest (e.g., when IL = 1H; IH = 2H). Substitutions with heavier
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isotopes generally, but not invariably, induce a decrease in chemi-
cal shift (nDdx(IH, IL) < 0). Typical primary isotope shifts for 1H/2H
substitution 0Dd(2H, 1H) < 100 ppb, although values 0Dd(2H,
1H) > 1 ppm can be observed in strongly hydrogen-bonded sys-
tems; secondary isotope shifts induced in 13C resonances by
1H/2H substitution are generally 0.1 ppm < 1Dd13C(2H, 1H) < 1.5 p
pm and 0.05 ppm < 2Dd13C(2H, 1H) < 0.1 ppm. Larger secondary iso-
tope shifts can be observed in systems with strong, intramolecular
hydrogen bonding.

There are several ways in which isotope shifts can be leveraged
during reaction monitoring by NMR. Exploiting isotope shifts is
often the only way to detect the presence – and thereby quantify
the incorporation – of isotopes that are either NMR silent (18O,
34S) or quadrupolar with very fast T1 relaxation (33S, 35Cl); for this
reason isotope shifts can be indispensable when measuring heavy-
nuclei KIEs, see for example Case Study 3. Strategic isotopic substi-
tutions in the vicinity of NMR active nuclei can also be deployed
more generally to distinguish otherwise degenerate molecules,
and to do so without perturbing their reactivity in any measurable
way; such strategies are of great utility in the determination of
KIEs by pairwise intermolecular competition experiments, and in
the monitoring of self-exchange kinetics in degenerate reactions.
5.3. Kinetic isotope effects

5.3.1. Background
Isotopic substitution in a substrate can be used to perturb the

rate of a chemical process or the position of an equilibrium. These
perturbations are termed kinetic isotope effects (KIE) and equilib-
rium isotope effects (EIE), respectively [309,310]. The magnitude
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and direction of change in rate or equilibrium constant brought
about by isotopic substitution can be used to extract mechanistic
information from complex reactions, offering insights that would
otherwise elude all other forms of experimental investigation.
These effects can be readily measured to a high degree of accuracy
by NMR spectroscopy [311], particularly when combined with
reaction monitoring methods (Section 2.2).

Isotope effects can be used, for example, to deduce the nature of
rate-determining and product-determining steps in complex reac-
tion pathways, and in certain cases serve as direct structural
probes for key intermediates and transition states. Perturbations
of reactivity and thermodynamic stability induced by isotopic sub-
stitution are often very small in magnitude, especially for heavy
atom isotope effects. This presents the experimentalist with oppor-
tunities and challenges: whilst the isotope effect does not typically
lead to fundamental changes in mechanism, analysis of the effect
does necessitate precise measurements of rates and populations.

Kinetic isotope effects are generally reported as a ratio of rate
coefficients (k), with the numerator being the rate coefficient for
the lighter isotopologue, e.g. kH/kD, k12C/k13C, k16O/k18O, etc. Normal
kinetic isotope effects (nKIEs) are observed when the lighter iso-
topologue reacts faster (e.g. kH/kD > 1); inverse kinetic isotope
effects (iKIEs) are defined conversely (e.g. kH/kD < 1). Kinetic iso-
tope effects are often further classified as primary or secondary.
Primary effects (PKIEs) arise when a bond involving the isotopic
label is cleaved in, or prior to, the rate-determining (absolute
rates), substrate-committing (intermolecular competition), or
product-determining (intramolecular competition) transition state
(vide infra); secondary effects (SKIEs) arise when the isotopic label
is in close proximity to, but not directly involved in, a bond that is
cleaved during the reaction. Isotopic substitution in the solvent can
also lead to changes in the rates of chemical processes and posi-
tions of equilibria; these changes are described as solvent isotope
effects (SIEs). The largest SIEs typically arise in protic solvents,
and can be induced by changes in the solvation of transition states,
differences in gross solvent viscosity, changes in solvent auto-
ionisation (and thus bulk pH and protonation states of substrate)
and chemical exchange between a substrate, intermediate or tran-
sition state (OH, NH, SH) and the protic solvent. In the latter case,
controlling the ratio of protic to deuteriated solvent can be used to
regulate the ratio of substrate isotopologues, in ‘proton inventory’
experiments.

For multi-step reactions, the successful detection of a KIE will
depend critically upon the experimental methodology. Methods
that depend upon the measurement of absolute rates will report
any isotope effects that arise due to bonding changes in, or prior
to, the rate-determining transition state; whilst isotopic perturba-
tions to substrates or reagents engaged after this point will have
effects on subsequent elementary steps, these perturbations will
be irrelevant (i.e., experimentally undetectable) if they all happen
after the rate-determining transition state for the overall reaction.
The situation is different, however, for competition reactions,
which report on isotope effects that arise due to bonding changes
in, or prior to, the isotope-committing transition state. The isotope-
committing and rate-determining transition states are often one
and the same in multi-step reactions, but need not be so; this
nuance is explored in subsequent sections [310,311].

5.3.2. Theory
All of the concepts described below are general, i.e. applicable to

the measurement of KIEs for any element, but for simplicity all are
described in terms of 1H/2H KIEs (kH/kD). According to transition
state theory, the kinetic isotope effect observed for an elementary,
thermally-driven chemical process (e.g. A + B ? P) will depend
upon the relative activation barriers of the two isotopologues,
Eqs. (45) and (46). Specifically, in the case of a bimolecular process
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with one isotopically substituted substrate (AH, AD) and one unla-
belled substrate (B), leading irreversibly to the formation of the
corresponding product isotopologues (PH, PD), the KIE (kH/kD) will
depend upon the ratio of the transmission coefficients (jH/jD)
and the difference in the free energies of activation (D�GD –
D�GH), Eq. (47). The same definitions apply to KIEs for any element.

AH þ B ! TSHf gz ! PH kH ¼ jH
kBT
hco

e�
DzGH
RT ð45Þ

AD þ B ! TSDf gz ! PD kD ¼ jD
kBT
hco

e�
DzGD
RT ð46Þ

kH
kD

¼ jH

jD

e�
DzGH
RT

e�
DzGD
RT

¼ jH

jD
e

1
RT DzGD�DzGHð Þ ð47Þ

The difference in the free energies of activation of the two iso-
topologues (D�GD – D�GH) is exactly equivalent to the free energy
change (DoGH/D; Eq. (48)) that accompanies isodesmic proton-
deuterium exchange (where the bonds broken are the same as
the bonds formed) between the substrate and transition state,
allowing an alternative formulation for the KIE, Eq. (49).

AD þ TSHf gz ! AH þ TSDf gz DoGH=D ð48Þ

kH
kD

¼ jH

jD
e
DoGH

D
RT ð49Þ

If the proton of interest is distant from the reactive site, proton-
deuterium exchange between substrate and transition state will
have no effect on the ZPVE and thus no KIE will be observed at that
position; if the nucleus of interest is close to the reactive site,
proton-deuterium exchange between the substrate and transition
state will lead to a change in ZPVE, and a KIE will likely be
observed.

Regardless of the molecularity of the process (unimolecular,
bimolecular), the nature of the transition state, and the identities
of the nuclei (e.g., 12C/13C, 10B/11B, 14N/15N), the framework of
TST can very often be used to compute the KIE (klight/kheavy) for ele-
mentary processes. Such calculations typically depend upon the
use of the Bigeleisen-Mayer equation, which expresses the KIE in
terms of readily calculable molecular properties, and upon appro-
priate treatment of quantum–mechanical tunnelling [309,311–
313].

The magnitudes of 1H/2H KIEs are governed largely by the
change in zero-point vibrational energy (ZPVE), DoE0;H=D, accompa-
nying isodesmic proton-deuterium exchange between the sub-
strate and transition state (Eqs. (50) and (51)); heavy-atom KIEs
are less dominated by changes in ZPVEs, with other contributions
playing a significant role [309,311–313]. Isotopologous differences
in the efficiency of quantum–mechanical tunnelling (jH/jD), Eq.
(52), are important for both, but can be profound for primary
1H/2H KIEs.

AD þ TSHf gz ! AH þ TSDf gz DoE0;H=D ð50Þ

DoE0;HD
¼ EA

H;0 � EA
D;0

� �
� Ez

H;0 � Ez
D;0

� �
¼ EA

H;0 þ Ez
D;0

� �
� EA

D;0 þ Ez
H;0

� �
ð51Þ

kH
kD

ffi jH

jD

� �
e
DoE0;H=D

RT ð52Þ
5.3.3. Measuring KIEs: Isotopically enriched substrates
Kinetic isotope effects can be measured using various methods.

For solution-phase reactions, NMR spectroscopy is perhaps the
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most attractive technique for measuring KIEs, on account of its
intrinsic ability to differentiate isotopologues. This distinction
can be made by signal elimination, primary or secondary isotopic
shifts, or differences in or absence of scalar coupling. Moreover,
NMR provides wide accessibility and practical ease with which
reactions can be monitored continuously in situ, under a broad
range of conditions. Accurate quantification is the key to obtaining
robust KIEs by NMR. This is especially important for heavy-atom
KIEs, and major improvements in both hardware (stronger mag-
netic fields, cryoprobes) and techniques over the last few decades
have removed many of the barriers that previously precluded its
use for this technique. Indeed, KIEs for organic reactions can now
be routinely determined using a raft of different methods (conven-
tional 1D, DEPT, 2D HSQC, MQF) and reporter nuclei (1H, 13C, 19F,
31P), with isotopically enriched and non-enriched substrates.

Using isotopically labelled substrates, site-specific KIEs can be
determined using three different approaches: (i) absolute rates,
(ii) intermolecular competition, and (iii) intramolecular competi-
tion. Crucially, each method entails a different kinetic regime,
and for complex reactions may report different KIEs. This is
because the three approaches can report the effect that isotopic
substitution has on different stages of the reaction pathway.
Indeed, great insight can be obtained by comparing KIEs obtained
under these three different regimes, and for this reason they
should be considered to be highly complementary. For the same
reason, all KIEs should be reported alongside a precise experimen-
tal methodology. All of the concepts described below are general,
i.e. applicable to the measurement of KIEs for any element, but
for simplicity all are described in terms of H/D KIEs (kH/kD).

5.3.3.1. Absolute rates. Determination of the rate of a chemical reac-
tion is conceptually the simplest method for KIE analysis, i.e.
rate(H)/rate(D). Under this regime the reaction of interest is run
independently with the unlabelled (AH) and labelled (AD) sub-
strate; all initial conditions of the reaction, that is temperature,
substrate concentrations, residual water content, impurity levels,
reaction assembly, etc., must be strictly controlled or analysed to
ensure direct comparability between the two reactions. This is
most conveniently achieved by running the two reactions in paral-
lel, using nominally identical reaction vessels and, other than dif-
ferences due to isotopic labelling, identical stock solutions of all
components.

Knowledge of the empirical rate law is needed to ensure the
ratio of the rate coefficients (kH/kD) is reflected in the relative rates;
with this in hand, it is often possible to extract the KIE (i.e. the ratio
of the rate coefficients) by using the method of initial rates, or by
placing the reaction under pseudo first-order conditions, e.g. with
excess B, Eqs. (53) and (54).

AHþ excess B ! PH kHð Þ ð53Þ

ADþ excess B ! PD kDð Þ ð54Þ
This method is appropriate if a large, and thus usually primary,

KIE is expected. For smaller KIEs (e.g., SKIEs, heavy-atom KIEs) the
results are often ambiguous, because experimental uncertainties
are typically of a similar magnitude to, or substantially larger than,
the value of the KIE. The detection of a KIE by absolute rates indi-
cates that significant changes in bonding occur at the site of inter-
est prior to, or in, the rate-determining transition state.

5.3.3.2. Intermolecular competition. In an intermolecular competi-
tion experiment, the two substrate isotopologues, e.g. AH and AD
Eqs. (55) and (56), are co-reacted, i.e. converted to product(s) in
the same reaction vessel. They therefore necessarily experience
identical conditions, and if bimolecular processes are involved,
compete for the same unlabelled substrate B (or more). Under this
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regime the change in the relative concentrations of AH and AD as
the reaction proceeds can be used to extract the KIE (kH/kD). For
this method to work it must be possible to resolve the isotopologu-
ous substrates (AH, AD) or products (PH, PD). Using NMR spec-
troscopy this is often made possible by primary or secondary
isotopic shifts, or scalar couplings. Intermolecular competition
experiments are typically employed for processes that are first-
order in the competing substrates.

AHþ B ! PH
d AH½ �
dt

¼ �kH AH½ � B½ � ð55Þ

ADþ B ! PD
d AD½ �
dt

¼ �kD AD½ � B½ � ð56Þ

For two competitive elementary processes, with an initial sub-
strate ratio of R0 = [AD]0/[AH]0, Eq. (57), the KIE (kH/kD) can be cal-
culated using the Bigeleisen-Wolfsberg equation, Eq. (58), where F
is the total fractional conversion of the substrate (AH + AD) to pro-
duct, and R is the substrate ratio ([AD]/[AH]) at that specific frac-
tional conversion.

d AH½ �
dt

d AD½ �
dt

¼ kH
kD

� �
1
R
; R ¼ AD½ �

AH½ � ð57Þ

kH
kD

¼
ln 1� Fð Þ 1þR0

1þR

� �� �
ln 1� Fð Þ R

R0

� �
1þR0
1þR

� �� � ; F ¼ 1� AH½ � þ ½AD�
AH½ �0 þ AD½ �0

ð58Þ

There are various alternative formulations and approximations
of the Bigeleisen-Wolfsberg equation. The form above is the com-
plete expression, with R defined as the substrate ratio of the heavy
isotopologue to the light isotopologue. For a normal KIE, the lighter
isotopologue will react faster, the residual substrate will become
increasingly enriched in the heavier isotopologue, and R will thus
increase in magnitude as F rises from 0 to 1, when both substrates
(AD, AH) have been completely consumed. For an inverse KIE, R
will decrease in magnitude as F rises from 0 to 1.

There are a number of ways in which this equation can be used
to determine the KIE, e.g. kH/kD. One of the least intensive
approaches is to run the reaction to high, but not complete, conver-
sion. The fractional conversion F and substrate ratio R are then
determined in one quantitative measurement. This approach
demands less NMR instrument time and will often give reasonable
results for moderate to large KIEs, provided the reaction is run to a
sufficiently high fractional conversion, usually F > 0.75. For more
accurate results, particularly when low magnitude KIEs are to be
determined, it can be useful to continuously monitor the reaction,
so that a series of fractional conversions, F, and substrate ratios, R,
can be obtained over the course of the reaction. The KIE can then be
determined by non-linear regression of Eq. (59), a rearranged form
of the Bigeleisen-Wolfsberg equation Eq. (58). When isotopically
labelled substrates are synthetically accessible, this method is rec-
ommended for the determination of KIEs by intermolecular com-
petition, and especially for SKIEs and heavy-atom KIEs.

F ¼ 1� 1þ R
1þ R0

� �
R
R0

� � kH
kD

1�kH
kD ð59Þ

As is evident in Fig. 32, the substrate ratio R will be most sensi-
tive to a KIE as F approaches 1, so in principle monitoring reactions
to higher conversions should permit the determination of KIEs
with progressively increasing precision by NMR. However, this
only remains true in the limiting scenario that R and F can be deter-
mined with arbitrary accuracy. In practice, the decay in S/N with
increasing conversion imposes a practical bound on the precision
with which a KIE can be determined by intermolecular competi-



Fig. 32. Isotopologue ratio (R) versus fractional conversion (F) calculated using the
Bigeleisen-Wolfsberg equation (Eq. (59)), for four different KIEs, indicating extent of
conversion (F) required to attain significant change in isotopologue ratio (R). For
examples of the application of KIE analysis see Case Studies 1, 3 and 8.
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tion. Whilst the exact limit will depend upon the mode of detec-
tion, extent of spectral congestion, and initial concentration of
the competing substrates, quantitative NMR monitoring of reac-
tions beyond conversions of 95% becomes difficult.

For the accurate determination of moderate KIEs (e.g. nKIE < 1.5;
iKIE > 0.8) conversions between 75 and 95% should be targeted. For
small KIEs, higher conversions (85–95%) are desirable. Higher con-
versions can sometime be promoted by using an excess of a co-
reagent or higher catalyst loadings. However, it is important to
remember that the experimentally determined KIE is valid only
under the conditions in which it was measured.

For small KIEs (nKIE < 1.1, iKIE > 0.9) and when R0 � 1, it is rea-
sonable to use a simplified form, Eq. (60), of the Bigeleisen-
Wolfsberg equation, in which the ratio (1 + R0)/(1 + R) � 1. This
approximate form becomes more accurate with initial substrate
ratios R0 < 1, Fig. 33. With (nKIE < 1.05, iKIE > 0.95) and
R0 < 0.05, the error is negligible [311].

kH
kD

� ln 1� Fð Þ
ln 1� Fð Þ R

R0

� �� � ð60Þ

approximation only valid for small KIEs ð< 1:1Þ
Fig. 33. Comparison of the full Bigeleisen-Wolfsberg equation (purple lines; Eq., 59) a
isotopologue ratios (R/R0). For examples of the application KIE analysis see Case Studies
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Under such conditions it is necessary only to measure the dou-
ble ratio of substrate isotopologues, R/R0, allowing for elimination
of some of the systematic errors in quantification, and use of Eqs.
(61) and (62).

F � 1� R
R0

� � kH
kD

1�kH
kD ð61Þ

R
R0

� 1� Fð Þ
1
kH
kD

�1

ð62Þ

approximations only valid for small KIEs ð< 1:1Þ
If the detection or accurate quantification of the two substrate

isotopologues is difficult or impossible by NMR, an alternative
method involves determination of the KIE by analysis of the pro-
duct isotopologue ratio, Rp, Eq. (63). The simplified form (Eq.
(64)) is valid for small KIEs (<1.1). Because Rp will be most sensitive
to the KIE at low fractional conversions, the method is only practi-
cable for the analysis of sufficiently slow chemical reactions, or
those that can be periodically activated, or restricted by
stoichiometry.

kH
kD

¼
ln 1� F 1þRP;1

1þRP

� �� �
ln 1� F RP

RP;1

� �
1þRP;1
1þRP

� �� � ; F ¼ PH½ � þ ½PD�
AH½ �0 þ AD½ �0

;

Rp ¼ PD½ �
PH½ � ð63Þ

kH
kD

� ln 1� Fð Þ
ln 1� F Rp

RP;1

� �� � ð64Þ

approximation only valid for small KIEs ð< 1:1Þ
An even simpler variant of an intermolecular competition

experiment uses a deficiency of a limiting reagent, B, i.e. a large
excess of the two substrate isotopologues, such that [AH] + [AD]
	 [B]. Under these conditions the KIE can be estimated from the
starting ratio of the substrate isotopologues, R0 and the ratio
[PH]/[PD], Eq. (65). This is possible, Eq. (66), because the substrate
ratio R remains approximately constant (R ffi R0) as B is consumed.
For accurate results, the reaction should be assembled in such a
nd the approximate form (red lines; Eq. (61)) for three different KIEs and initial
1, 3 and 8.
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way that [AH] + [AD] > 20[B]. This condition is ideally satisfied
when AH and AD represent two isotopologues of a reactive solvent;
although the possibility of a significant change in medium, e.g. vis-
cosity or pH, compared to pure AH as solvent, should be borne in
mind.

kH
kD

� �
� AH½ � � AH½ �0
� �
AD½ � � AD½ �0
� � R0 ¼ PH½ �

PD½ � R0 ¼ R0

Rp
ð65Þ

d PH½ �
dt

d PD½ �
dt

¼
d AH½ �
dt

d AD½ �
dt

¼ kH
kD

� �
AH½ �
AD½ �

� �
¼ kH

kD

� �
1
R
� kH

kD

� �
1
R0

ð66Þ

approximations only valid for low conversion ð< 5%Þ
The KIE value obtained by intermolecular competition provides

information about bonding changes that occur in, or prior to, the
substrate-committing transition state. This is the first transition
state at which the substrate is fully committed to the reaction,
i.e., beyond which the substrate cannot be liberated back into the
reactant pool.

For multi-step reactions, the transition state that commits a
particular substrate may or may not be that which governs the
overall rate of product evolution, and may or may not involve
bonding changes at the isotopically differentiated site. If the iso-
tope is not engaged, directly (bond cleavage/formation) or indi-
rectly (e.g., rehybridisation), in or before the substrate-
committing transition state, no KIE will be detected by intermolec-
ular competition. Whether the isotope is engaged before or after
the rate-determining transition state for the overall reaction is
essentially irrelevant, contrary to experiments that probe the effect
of isotopic substitution on the absolute rate of a multi-step reac-
tion. The field of CAH activation contains numerous cases where
the above issues have been overlooked when interpreting KIEs
determined by intermolecular (or intramolecular, Section 5.3.3.3)
competition of substrates of the type CAH/CAD.

5.3.3.3. Intramolecular competition. The final method for determin-
ing KIEs makes use of a single substrate comprising two (or more)
homotopic reactive sites, e.g. AH

D , that are different only by virtue of
their isotopic constitution. Thus, a reagent (B) or other process,
must select between two (or more) isotopically distinct but other-
wise identical sites in a single substrate, Eqs. (67) and (68). In such
a case the overall KIE can therefore be determined from the ratio or
distribution of product isotopologues, and provided the product
does not undergo further reaction, this can be measured at any
point during the course of the reaction.

AH
D þ B ! PBH

D kHð Þ ð67Þ

AH
D þ B ! PH

BD kDð Þ ð68Þ

kH
kD

� �
¼

PBH
D

h i
PH
BD

h i ð69Þ

only valid for intramolecular competition

Again, the detection of a KIE by intramolecular competition
does not necessarily report on the rate-determining transition
state for the overall reaction. Thus, for example, if the step during
which the isotopes are kinetically differentiated occurs after the
rate-determining transition state, a large KIE may be still mea-
sured. Because the isotope selection always occurs within a single
substrate, and not between two populations of isotopologues,
intramolecular KIEs are also insensitive to processes that lead to
the irreversible consumption of a substrate prior to bond forma-
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tion/cleavage at the site of interest. An important consideration
is that the presence of one isotope can affect the reaction of the
other. In other words the net KIE can be a combination of, for
example, a PKIE for the isotope lost in the bond-cleaving event,
and a SKIE arising from the isotope(s) that remain. This effect is
evident for example in the deprotonation (CAH versus CAD) of
ArCH2D [314].

5.3.3.4. Chemical considerations. High quality data is required for
the determination of KIEs, and this will only be obtained if the
reaction of interest fulfils certain criteria, which vary between
the various methods of KIE measurement. If the KIEs are deter-
mined by the consumption of the substrate, they will only be reli-
able in the absence of competing side reactions. Ideally, the
substrate should be converted to the product or product mixture
with perfect efficiency. Thus, it should not be consumed by other
processes, including those that arise from the liberated product
(s) or from intermediates. Subsequent decomposition of the pro-
duct should not influence the measured KIE, provided that product
generation is irreversible. Isotopic scrambling between, or within,
isotopologues, or between the labelled substrate and other
reagents, will impact on the measurement, and ideally should be
eliminated completely. This is particularly important in the deter-
mination of 1H/2H KIEs, and should always be considered in cases
where degenerate self-exchange between substrates and products
might normally proceed unnoticed. For intermolecular competi-
tion reactions, the Bigeleisen-Wolfsberg equation can, in principle,
only be employed if the reaction proceeds with a first-order depen-
dence on the competing isotopologues in the step in which they
are kinetically differentiated.

5.3.3.5. NMR considerations. Large primary 1H/2H KIEs can often be
determined to a reasonable degree of accuracy by absolute rate
measurements, or by appropriate end-point competition experi-
ments (i.e. intramolecular competition, or intermolecular competi-
tion with an excess of labelled substrates), using standard NMR
quantification methods.

For the determination of intermolecular KIEs by NMR, espe-
cially heavy-atom KIEs, continuous monitoring of the reaction is
recommended. To obtain robust KIEs by this technique it must
be possible to spectroscopically resolve the substrate (or product)
isotopologues by NMR, and to obtain accurate integrals for both
species. For the measurement of secondary 1H/2H KIEs and
heavy-atom KIEs, where quantitative comparisons with theory
are often required for interpretation, it is especially important to
follow the key principles of accurate quantification, including: (i)
the normalisation of all integrals against an inert internal standard;
(ii) the use of long acquisition times and extended recycle times,
i.e. for 90� pulses setting tR > 5 T1, where T1 is the longitudinal
relaxation time of the most slowly relaxing nucleus of interest;
(iii) the consistent inclusion, or omission, of satellite signals (e.g.,
13C satellites in 1H/19F NMR) during signal integration; (iv) the
optimisation of line shape, line width and S/N, especially in the
cases of congested spectra, or nuclei with poorer sensitivity
(e.g.,13C NMR); (v) accurate calibration of pulse widths; and (vi)
careful processing, including the consistent application of appro-
priate baseline and phase corrections, zero-filling and apodisation.
Further details can be found in Section 3.

The optimum strategy for KIE determination by continuous
monitoring will ultimately depend upon a compromise between
multiple factors, including: (i) the availability of isotopically-
enriched precursors, and the synthetic accessibility of labelled sub-
strates, especially doubly-labelled substrates; (ii) the influence of
KIEs elsewhere in the substrate; (iii) the feasibility of deconvolut-
ing spectra with high precision and accuracy, often an issue for 1H
NMR; (iv) the presence of additional NMR active nuclei in the sub-
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strate under study (e.g., 19F, 31P); (v) the reaction velocity, with fast
reactions requiring sufficiently NMR-sensitive nuclei, e.g. 1H, 19F;
and (vi) spectrometer hardware and instrument access, especially
for low-sensitivity and slow-relaxing nuclei, e.g. 13C, where stron-
ger magnetic fields, the use of cryoprobes, and long acquisition
times are all beneficial.

On the basis of sensitivity and T1, 1H might appear the most
attractive candidate as detection nucleus for KIE measurements.
In practice, however, limited spectral dispersion and extensive
homonuclear coupling in 1H NMR often preclude its use for
in situ monitoring. Fortunately, the favourable sensitivity, relax-
ation properties and spectral dispersion of 19F NMR can often be
leveraged for the measurement of competitive KIEs by the judi-
cious use of isosteric 1H/19F substitutions and secondary 3DF
(1H,2H) isotope shifts. This approach is just one of many possible
systems in the which the ’reactive, reporter, resolving’ approach
[311] can be applied, Fig. 34.

In cases where spectral congestion precludes the use of 1H NMR,
and isosteric H/F substitutions cannot be made without profoundly
affecting the reactivity of the substrate, 13C{1H} NMR monitoring,
with inverse-gated 1H decoupling to prevent differential signal
enhancements by NOEs, can be employed. Provided adequate pre-
cautions are taken during spectral acquisition and processing, and
of course provided also the 13C-enriched substrates can be pre-
pared, high quality KIEs can be obtained with in situ monitoring
by 13C{1H} NMR, and analogously by 31P{1H}, or 19F{1H} NMR.

This technique has been elegantly deployed by Bennet and co-
workers in their pursuit of 12C/13C and 16O/18O KIEs for the
enzyme-catalysed hydrolysis of sialyllactosides [315], Scheme 6.
In this work, all of the KIEs were determined by intermolecular
competitions between a singly 13C-labelled a-sialyl-(2 ? 6)-b-1-t
hiolactoside ([3-13C]-24, reaction A; or [2-13C]-24, Reactions B
and C) and the appropriate doubly labelled isotopologue
([2,3-13C2]-24, [1-18O, 2-13C]-24, or [2-13C, 4-18O]-24), with 13C
Fig. 34. (a) Generic examples (19–22) of substrates for determination of intermo
aminoacetophenone, employing the ’reactive, reporter, resolving’ strategy [311]. Note th
and Case Studies 1 and 3 further examples. (b) For substrate 19, two reactions are require
and ii. the deuterated substrate (d4-19) is competed with the 18O-labelled substrate (18O
stacked spectra for the competition of 18O-19 with d4-19. The secondary 3DF(1H,2H) i
F = 2 � 0.25 = 0.5 ppm) allows measurement of the initial (R0) and evolving (R) ratios of su
conversion (F), determined by use of an inert ArCF3 species as an internal standard. The R
and (64)) and the pair of KIEs used to cancel out the effect of the 2H resolving nuclei, le
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functioning as the reporter nucleus (by 13C{1H} NMR) in all cases.
The two 16O/18O KIEs, one for the anomeric oxygen and the other
for the leaving oxygen, were determined by using the 18O-
secondary isotope shift, and thus the 18O labels functioned as both
the resolving and the reactive nuclei. The 12C/13C KIE at the anome-
ric carbon (C-2) was determined using the 1JCC coupling in doubly-
labelled [2,3-13C2]-24 to resolve it from [3-13C]-24. In this case
the13C label at C-3 is the reporter, and the 13C label at C-2 is both
the reactive and the resolving nucleus. This approach has also been
employed to probe the hydrolysis of 4-nitrophenyl a-D-
mannopyranoside [316], and an analogous methodology based
on 19F NMR has been deployed to investigate various substitution
reactions of a-D-glucopyranosyl fluoride [317,318].

For reactions in which the spectral resolution of the two sub-
strate, or product, isotopologues cannot be achieved with 1D
NMR techniques, 2D NMR methods can be indispensable. 1H-
detected 2D [13C, 1H] heteronuclear single quantum coherence
(HSQC) NMR provides significant enhancements in sensitivity (up
to �32) relative to 1D 13C{1H} NMR, and also permits the use of
shorter recycle delays (the longitudinal relaxation of 1H nuclei is
generally much faster than that of 13C nuclei). Notwithstanding
both of these factors, 1H-detected [13C, 1H]-HSQC will generally
demand longer experiment times than 1D 13C{1H} NMR to achieve
good resolution in the 13C dimension, and furthermore is con-
strained to substrates/products in which the reporter 13C nucleus
is directly bonded to a proton. More extensive optimisation of
acquisition and processing parameters is also required to ensure
accurate quantification in 2D NMR [319].

5.3.4. Measuring 13C KIEs: Natural abundance substrates
In 1995, Singleton and co-workers reported a transformative

new approach for the simultaneous determination of 13C KIEs in
a substrate at all but one carbon, and all at natural isotopic abun-
dance, thus circumventing the synthetic challenge of individually
lecular competition heavy atom KIEs in a reaction involving addition to an
at in 22, the 13C label acts as both the reactive and resolving nucleus. See Scheme 6,
d: i. the unlabelled substrate (19) is competed with the deuterated substrate (d4-19)
-19). (c) both reactions are analysed in situ by 19F NMR (the reporter nucleus) – see
sotope shift exerted by the two ortho deuterium atoms (the resolving nuclei; Dd
bstrates (e.g 18O-19/d4-19) or products (e.g 18O-23/d4-23) as a function of fractional
and F values can then be employed in Bigeleisen-Wolfsberg analysis (e.g. Eqs. (59)
aving the desired 16/18O KIE at the reactive nucleus – see lower section of (b).



Scheme 6. Bennet’s design of intermolecular competition experiments for measuring 12C/13C and 16O/18O KIEs in the enzyme-catalysed hydrolysis of a-sialyl-(2 ? 6)-b-1-
thiolactoside 24, using in situ monitoring by 13C NMR spectroscopy [314]. For measuring the 12C/13C KIE at the anomeric carbon ([3-13C]-24 vs [2,3-13C2]-24), isotopologue
differentiation is achieved using 13C–13C coupling; for both 16O/18O KIEs, isotopologue differentiation is facilitated by secondary isotope shifts. The use of doubly labelled
substrates removes the need for KIE normalisation [315]. See Case Studies 1, 3 and 13 for other examples of double labelling.
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preparing multiple, selectively 13C-labelled substrates [320]. The
technique involves running the reaction to high but not complete
conversion, re-isolating the remaining substrate, and subjecting it
to a single-point quantitative analysis by 13C NMR, alongside an
identical sample retained prior to reaction.

Conducting a reaction with a substrate at natural isotopic abun-
dance is essentially equivalent to running a large number of paral-
lel intermolecular competition experiments simultaneously, with
the unlabelled substrate A composed exclusively of 12C, and pre-
sent in vast excess, competing with a small population of a series
of singly 13C-labelled isotopomers [i-13C]-A. For each of the iso-
topomers the ratio Ri = [[i-13C]-A]/[A] 1, thus allowing simplified
Bigeleisen-Wolfsburg equations, Eqs. (70) and (71), to be
employed.

F � 1� Ri

Ri;0

� �
k12C
k13C

� �
i

1� k12C
k13C

� �
i ð70Þ

k12C
k13C

� �
i

� ln 1� Fð Þ
ln 1� Fð Þ Ri

Ri;0

� �h i ð71Þ

approximations only valid for small KIEs ð< 1:1Þ
At the heart of the Singleton technique is a protocol, see i-v

below, for obtaining the ratios Ri/Ri,0 for each position in the carbon
skeleton with high precision. It should be noted that a similar
approach has been employed to determine intramolecular 12C/13C
KIEs at natural abundance [321].

(i) Run reaction. For substrate analysis, the reaction under
study should be run to high conversion (F > 0.85), rapidly
quenched if necessary, and F determined accurately
(e.g., via GC, qNMR). A sub-stoichiometric quantity of a
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co-reactant or reagent can also be used to control the con-
version of the key substrate by exhaustion, although this
may lead to a change in kinetic regime, especially if the
co-reactant/substrate is typically present in large excess.
The unreacted substrate is then isolated from the reaction
mixture.

(ii) Select internal reference. An internal reference carbon in the
substrate should be selected. The reference carbon should be
chosen on the basis that it is expected to afford a negligible
KIE (ideally 0.999 < KIEref < 1.001). Electronic structure com-
putations can be used here to direct or validate the selection
of the appropriate carbon.

(iii) NMR spectrum 1. A quantitative 13C{1H} NMR spectrum is
acquired, with inverse-gated 1H-decoupling, for the re-
isolated substrate, observing all the key principles of accu-
rate quantification by NMR (Section 3). Note that the longi-
tudinal relaxation times of all carbon nuclei in the substrate
should be determined, and that for 90� pulses the recycle
delay tR should be set longer than 5T1, where T1 is the longi-
tudinal relaxation time of the slowest relaxing carbon. It is
possible that recycle delays of several minutes could be
required to satisfy this criterion. Each peak i, corresponding
to a different isotopomer population, should be integrated, Ii,
and each integral should be divided by that of the reference
carbon, IREF this gives the ratio Ri, Eq. (72).
Ii
IREF

¼ Ri;
Ii;0
IREF;0

¼ Ri;0 ð72Þ
(iv) NMR spectrum 2. A second quantitative 13C{1H} NMR spec-
trum is acquired, for the identical sample of the substrate,
reserved before reaction, using all of the same NMR acquisi-
tion and processing parameters, to obtain Ri,0, Eq. (72).
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(v) Calculate KIE. The 12C/13C KIE at each position, k12C/k13C, is
calculated using Eqs. (70) and (71), where F is the fractional
conversion and Ri/Ri,0 is the double ratio of substrate concen-
trations for species [i-13C]-A.

Whilst errors in the measurement of Ri/Ri,0 will propagate
through to the calculated KIE, this effect is mitigated at higher F,
and for this reason the reaction under study should be run to high
conversions (ideally F > 0.85). The two samples of substrate should
be prepared identically, and the 13C{1H} NMR spectra acquired
back-to-back without intervening samples, and the whole
sequence should be repeated several times (ideally > six times)
to assess the uncertainty in the KIE.

To permit the re-isolation of sufficient quantity of unreacted
substrate for quantitative 13C{1H} NMR analysis with reduced sen-
sitivity from inverse-gated decoupling, the reaction should be run
on a comparatively large scale. When financial or practical con-
straints demand smaller scale reaction, it is possible to employ
other NMR techniques than the routine single-pulse 13C{1H}
NMR. Indeed, Jacobsen and co-workers have demonstrated two
effective alternatives for enhancing sensitivity in single-point mea-
surements: (i) use of DEPT in the determination of 12C/13C KIEs of
protonated carbons;[322] and (ii) multiple quantum filtered (MQF)
19F{1H} NMR for measuring 12C/13C KIEs of carbons directly bonded
to fluorine [323], see Section 5.6.

The Singleton technique can also be employed to determine
KIEs for reactions run only to low conversions (ideally F < 0.1) fol-
lowed by analysis of the product. Such an approach is especially
efficient for associative reactions, because the KIEs can then be
determined for all carbons in both substrates in one series of
experiments, rather than two. The procedure for calculating
Ri,p/Ri,p,1 is analogous to Ri/Ri,0, except that Ri,p,1 is calculated using
product isolated from a reaction run to full conversion, Eq. (73). For
accurate analysis, it is essential that the reaction be run to complete
(F = 1.000) conversion.

k12C
k13C

� �
i

� ln 1� Fð Þ
ln 1� F Ri;p

Ri;p;1

� �� � ð73Þ
approximation only valid for small KIEs ð< 1:1Þ
5.4. Isotopic entrainment

Isotopic entrainment involves the analysis of the flux (entrain-
ment) of a small quantity of isotopically labelled species into, or
through, a reaction sequence involving unlabelled or differently
labelled reactants. It can be used to interrogate the kinetic beha-
viour of intermediate species detected during stoichiometric and
catalytic reactions, and with careful design, establish the
reversibility of formation of all species in the process: substrates,
intermediates, products and side products. The archetypal kinetic
profile of an intermediate, from initial accumulation to steady-
state evolution and eventual depletion, is not necessarily indicative
of its role in a productive reaction or catalytic cycle. For example,
species that are peripheral to the primary process can often exhibit
qualitatively similar kinetic behaviour to species that are directly
involved. In an isotopic entrainment experiment, the isotopically
labelled substrate or intermediate is spiked into the active reac-
tion, and the flux of the newly introduced isotope amongst all
key species is then monitored continuously. The isotopic incorpo-
ration profiles, in conjunction with kinetic simulation, can be used
to decipher whether an intermediate is intrinsic to a process, or is
peripheral to it, i.e. generated via an unproductive side reaction or
‘‘off-cycle” event in a catalytic cycle [28,32,324,325].
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Pre-requisite information, gained through kinetic analysis of the
reaction of interest, includes the NMR spectroscopic identification
of species produced during the reaction at a pseudo steady-state
concentration, and an indication or hypothesis of the substrate(s)
contributing to its generation, and the product(s) of its decay.

The isotopic entrainment experiment involves a rapid isotopic
perturbation of the reaction, usually by manual addition of the iso-
topically labelled component. Subsequent direct or indirect NMR
analysis of the resultant isotope ratios (%), as a function of reaction
progress, with the aid of kinetic modelling, establishes the compo-
nent chronology and enables evaluation of mechanistic hypotheses.
To illustrate the concept, we consider a simple catalytic process
involving conversion of substrate into a product, with a species ‘I’,
suspected to be an intermediate, being detected during the reaction.
The reaction is initiated and, after being allowed to run to low con-
version, usually about 15% conversion of the substrate (Sub), an
identical amount of a labelled form of the substrate (Sub*) is added,
and the % isotope incorporation in Sub/Sub*; I/I*; and Prod/Prod*
repeatedly analysed in situ by NMR spectroscopy until conversion
is complete. A number of limiting regimes can be envisaged; here
we just consider regimes A, B, and C, Fig. 35. At the point of introduc-
tion of Sub* (see dashed vertical line in Fig. 35) the isotope ratio in
the total substrate pool is raised from 0% to an amount reflecting
the Sub* added in relation to the Sub remaining.

In regime A, species ‘I’ is in equilibrium with Sub but is not ’on
pathway’ to Prod. Note that detection of species I, which is tran-
sient under this regime, can lead to it being erroneously assigned
as an intermediate. However, the equilibrium (Keq) causes the iso-
tope fraction in Sub to be reduced, and the isotope fraction in I to
be raised, as the system evolves.

The isotope fraction in Prod rises rapidly, eventually reaching
50%, reflecting the total Sub/Sub* added. In regime B, the irre-
versible reaction of Sub with Cat means that the isotope ratio in
Sub remains constant, and the isotope ratio in ‘I’, a genuine inter-
mediate in the reaction, rises to meet the same level of isotope
incorporation as Sub. The rate of rise of isotope incorporation in
the product is now dependent on ‘I’ and is thus attenuated com-
pared to regime A, but still eventually reaches 50%. In regime C,
where Sub directly converts to Prod, the isotope incorporation rises
rapidly, in a manner analogous to regime A. However, the rate of
rise of isotope incorporation in ‘I’ is now dependent on Prod, and
there is a lag-period before it rises, eventually reaching 50%, with
a characteristic sigmoidal profile.

The synthesis of pure samples of appropriately labelled sub-
strates or intermediates, or precursors to such species, is required
in advance of performing the isotopic entrainment experiment. For
reactions intended to be monitored by 19F NMR spectroscopy,
preparation of a deuterium-labelled substrate which induces a sig-
nificant isotopic shift would be suitable. Numerous other labelling
strategies can devised for monitoring by other nuclei. For example,
in the catalytic enantioselective [2,3]-rearrangement of allylic
ammonium ylides, Scheme 5, 13C{1H} NMR spectroscopy was
employed to assess the productivity of the intermediate N-
acylated isothiourea species (18), by isotopic entrainment [32].
Doubly-labelled substrate, 1,2-[13C2]-11 was introduced into a
reaction with 13C-labelled substrate, 1-[13C1]-11 at pseudo-steady
state and the extent of label-incorporation (n = 1, 2), in substrate
(13Cn-11), intermediate (13Cn-18), and product (13Cn-13), as a func-
tion of conversion were shown to be consistent only with a process
in which there is irreversible conversion of 11 to 18, and of 18 to
13; i.e. scenario B, in Fig. 35.

5.5. Signal elimination and spectral simplification

There are instances where comprehensive analysis of the 1H
spectrum for a molecule can prove problematic, for example due



Fig. 35. Three simple generic regimes (A, B, C) for isotopic entrainment (of Sub*) in a catalytic reaction. Species ‘I’ is a genuine intermediate in regime B, but not one in regime
A, despite its concentration, [I], rising then falling as the reaction proceeds. For examples of isotope entrainment see Case Studies 10, 13, and 14.

Fig. 36. Key NOE contacts established in an g3-cyclohexenyl complex [(g3-C6H9)Pd
(TSL)]+, with their distinction enabled by synthesis and NOE analysis of a series of
strategically 2H labelled complexes (dn-27; n = 9, 10 [three isotopomers], 20, 47)
that eliminate specific NOE contacts [330].
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to significant signal overlap. Employing NOESY (Nuclear Over-
hauser Effect Spectroscopy) for structural assignment can assist
in the elucidation of complex structures. NOESY, a through-space
correlation technique, enables identification of signals arising from
protons existing close to each other in space which may not neces-
sarily be linked by bonds [4,326].

Application of NOESY to structural deconvolution of a complex
can be assisted by applying signal elimination for selected NOEs,
thereby achieving spectral simplification. This strategy first
requires identification of the key NOE signals in the spectrum of
the compound of interest that potentially provide important struc-
tural information through proximity to specific nuclei in the mole-
cule. Subsequently, analogues of the compound may be prepared,
introducing selective deuterations which result in the ‘deletion’
of specific NOE signals. Careful consideration of the absence of
characteristic NOE signals for a compound can aid in the clarifica-
tion of the stereochemical configuration of a molecule, as well as
conformation and orientation of various groups within the mole-
cule or ligand [327–329]. For example, the NMR-elucidation of
the solution-phase structure of the monomeric form of the g3-
cyclohexenyl complex 27 (Fig. 36) was key to kinetic and compu-
tational interrogation of a prominent mechanism in asymmetric
catalysis [330].

The process was significantly assisted by the examination of
specific NOE signals, with assignments supported by a series of
2H-complexes. Key to the analysis was the deletion of specific
NOE signals when the following sets of perdeuteratations were
made: (i) rings E, D, G, B; (ii) rings B, E; (iii) rings D, G; and (iv) ring
C. All of the combinations required synthesis, some quite exten-
sive, but the information gained was pivotal to the overall mecha-
nistic investigation [330].
5.6. Using natural abundance satellites

Careful examination of satellite peaks in NMR spectra can be
immensely useful for the assignment of the geometry of molecules
[331]. For example, it is not possible to confirm cis- or trans- double
bond geometry in symmetrical stilbenes and analogous alkenes
from the main signals in their 1H NMR spectra alone. However,
approximately 2% of the molecule will be present as the isotopo-
logue in which one of the two alkene carbons is 13C. This enables
assignment of the double bond configuration simply by inspection
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of the 1H–1H coupling evident in the satellites of the 13C
isotopically-desymmetrised molecule. For a simple stilbene, a
1,2-disubstituted alkene, 3J coupling applies, whereas longer range
5J coupling will be observed for stilbenes which are tetrasubsti-
tuted [4,332,333]. Given that the cis and trans coupling constants
only differ slightly, it is prudent to study both isomers of the com-
pound, if available.

Analysis of satellite peaks is widely used in organometallic and
inorganic chemistry for supporting the determination of geometry
in complexes, or their interaction with various ligands [334]. A Pt-
SnCl3 bond in a complex was evidenced by the presence of satellite
signals in a 195Pt NMR spectrum, indicative of coupling of 195Pt
with 119Sn and 117Sn, both NMR active nuclei with a spin = ½
and natural abundances of 8.6% and 7.6% respectively [335].

In terms of reaction monitoring by NMR spectroscopy, analysis
of satellite signals can be especially fruitful for the identification of
species giving rise to unassigned peaks in the spectrum. If a reac-
tion is being monitored by 1H NMR spectroscopy, for example,
satellite signals for an unknown peak which may be attributed to
1H-29Si coupling can help identify a silicon-containing intermedi-



Fig. 38. An example of the use of 13C-labelling to enhance S/N in a mechanistic
investigation of NHC reactivity [314].
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ate or by-product. When integrating very small peaks in an NMR
spectrum, for example those corresponding to an intermediate
observed during a reaction, referencing to a satellite peak of the
substrate, product, or internal standard can be an effective way
to achieve better accuracy, due to the similarity in peak intensity.

In 19F{1H} NMR spectra of organofluorine compounds, the main
12C-19F signals which appear are accompanied by a smaller doublet
for the 13C-19F satellites. The sensitivity increase, due to improved
signal-to-noise ratio for the satellites in comparison to the analo-
gous peak in a 13C spectrum, allows the 12C/13C isotope ratio to
be determined by integrating the satellite peaks. In circumstances
where representative integrals for the satellites are unobtainable,
for example due to interference from the parent peak, a technique
used to generate NMR spectra in which the 12C signals are sup-
pressed may be applied. Multiple-quantum filtered (MQF) 19F
{1H} NMR spectra enable accurate satellite integrals to be obtained,
Fig. 37. This strategy has been very effectively developed and
applied by Kwan and Jacobsen in a detailed study of concerted
nucleophilic aromatic substitution reactions [323]. For example,
in Fig. 37, the right hand 13C-19F satellite at the benzylic position
(Ar13CH2F, not shown) can be integrated against the right hand
13C-19F satellite of the CF3 group (shown), using the latter as an
internal reference during conversion of ArCH2Br into ArCH2F. The
change in the integrated ratio (R/R0) as a function of fractional con-
version, F, (Section 5.3.3.2) then allows the 13C KIE to be deter-
mined for the benzyl bromide substitution process. Although, in
principle, the quantitation may be affected by transverse relax-
ation during the pulse sequence, the technique was validated by
comparison of the 13C KIE determined using the MQF 19F{1H}
NMR technique with the Singleton method (Section 5.3.4), which
was found to be 1.059 by both methods [323].

There are situations in which the suppression of satellite signals
is desirable. An abundance of satellite signals and hence likely
signal overlap can mask minor impurities in complex spectra.
NMR experiments such as DISPEL can be implemented to remove
satellites where necessary [180]. Conversely, experiments such as
INADEQUATE can be used to selectively study satellites [336].
Natural abundance distributions can be determined by NMR
spectroscopy, using the natural abundance of one compound to
Fig. 37. Schematic illustration of (a) satellite signals in a 19F{1H} NMR spectrum,
and (b) the use of multiple-quantum filtered (MQF) 19F{1H} NMR techniques to
enable their accurate integration.
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provide a reference for another. The technique is particularly
useful for quantifying the enrichment of a sample which has been
isotopically labelled. This strategy was applied to evaluate
the 10B incorporation in vinylboronic acid pinacol ester, using
natural abundance (80.2/19.8; 10B/11B) potassium 4-
fluorophenyltrifluoroborate as a reference, and superimposing
the 11B and 10B NMR spectra [28], see Case Study 13.
5.7. Enhanced sensitivity, S/N

Low signal-to-noise ratio is an inherent problem for low-
abundance NMR-active nuclei; 13C for example has a natural abun-
dance of 1.1%, and 29Si is <5% abundant. Enrichment of samples by
means of isotopic labelling can be a simple way to address this. For
example, poor S/N in a 13C{1H} NMR spectroscopic study of the
dimerisation reaction of carbene 30 to 31 made kinetic analysis
challenging. Installing a 13C label (99%) on the carbene carbon
increased the effective concentration of the process being analysed
by a factor of >86, and revealed much useful information about the
mechanism and side products (32) of this reaction, Fig. 38[314].
6. Case studies

The 15 Case Studies below have been selected to provide illus-
trations of the different aspects of the various approaches for the
application of NMR in mechanistic investigation that have been
covered in Sections 1–5. They are based on recent publications
from the authors’ group and from others. None of them are com-
prehensive descriptions of the work, nor do they focus on the over-
all mechanistic conclusions, or the full background that stimulated
the investigation; the reader is encouraged to go to the primary
cited publication for further details if they are intrigued. Instead,
each case study outlines one or more of the main mechanistic or
technical questions, and how NMR spectroscopy allowed these to
be answered. The focus of the discussion in each case is on the
practical details of how these key experiments were conducted,
most often using information drawn from the Supporting Informa-
tion to the primary publication. The aim of this approach is to give
the reader a sense of how the problems were actually tackled,
rather than simply summarising the conclusions from each study.
Table 3 provides a list of all of the major topics discussed in
Sections 1–5 and indicates in which of the case studies these tech-
niques have been applied. Thus if one is interested in a specific
technique, the key case studies to read, and the reference to the
primary publication, can easily be located. The Case Studies
highlight the extremely versatile nature of the NMR technique,
allowing exquisite details to be elucidated from relatively small
volumes of reactions, under the ‘normal’ reaction conditions
relevant to their application.



Table 3
NMR and mechanistic techniques described in Sections 2–5, and the 15 Case Studies in which they feature.

Technique Case Study 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Ex situ sampling � �
In situ, continuous � � � � � � � � � � �
In situ, interrupted �
In situ, periodic activation � �
Interleaving; pseudo time �
Interleaving techniques �
Flow NMR � �
Variable Temperature NMR � �
Rapid Injection NMR � �
Stopped Flow NMR � �
Rapid Quenched Flow �
In situ Illumination NMR �
Hyperpolarisation �
19F NMR � � � � � � � �
1H NMR � � � � � � � � � � �
31P NMR � �
10,11B NMR � � � �
13C NMR � � � � � �
29Si NMR �
Relaxation (T1, T2) � � �
Spatially-selective NMR �
Pure Shift and SHARPER �
Equilibrium Kinetics � � �
Kinetics/Steady-state � � � �
Kinetics/RPKA � �
Kinetics/VTNA �
Kinetics/Catalyst Speciation � � � � �
Kinetics/Simulation � � �
Line shape analysis � �
EXSY �
Titration � �
DOSY � � �
Isotopes/Tracking � � � �
Isotopes/Scalar Coupling � �
Isotope Shifts � � � �
Isotopes/KIEs and EIEs � � �
Isotopes/Entrainment � � �
Isotopes/S/N � � �
Isotopes Natural Abundance � �
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6.1. Case study 1: Base-catalyzed Aryl-B(OH)2 protodeboronation
revisited: From concerted proton-transfer to liberation of a transient
Arylanion [24]

Techniques: Ex situ sampling; In situ, continuous; In situ, inter-
rupted; Rapid Quenched Flow; 19F NMR; 1H NMR; 10,11B NMR; 13C
NMR; Titration; Isotope Shifts; Isotopes/KIEs and EIEs

In a recent mechanistic study the Lloyd-Jones group employed a
range of in situ and ex situ NMR monitoring techniques to analyse
the base-catalysed protodeboronation of arylboronic acids 33 to
62. In the first part of study they focused on obtaining the rate con-
stant (kPDB) for the protodeboronation of each arylboronic acid at
70 �C, and at high pH, where the arylboronic acid is exclusively
in the boronate form: [ArB(OH)3]–. The half-lives (t0.5 = ln2/kPDB)
Table 4) spanned nearly 10 orders of magnitude and demanded a
range of methods (Section 2) to study the series.

The slowest reactions, with t0.5 in the range of days to months
(33–43) were monitored using an interrupted in situ NMR method.
The arylboronic acid was dissolved in dioxane/water (1/1) contain-
ing an internal standard (propionic acid for 1H NMR; and TFA for
19F NMR) and transferred to a J Young valve NMR tube and the final
component, KOH, charged. A series of NMR spectra were obtained,
every 6 h to every 4 days, at 27 �C (the probe temperature) but
keeping the NMR tube in an oil bath at 70 �C between
measurements.

For reactions with an intermediate rate, t0.5 in the range of min-
utes to hours (44–54), an ex situ NMR protocol was used. The aryl-
75
boronic acid was dissolved in dioxane/water (1/1) together with a
TFA internal standard and further dioxane. The mixture was heated
to 70 �C and a t0 spectrum obtained by transferring an aliquot to an
NMR tube and analysing it by 19F NMR. Once this spectrum was
obtained, aqueous KOH was added to the reaction vessel and the
mixture was vigorously stirred. Aliquots were transferred to indi-
vidual NMR tubes and these kept at 70 �C for a range of time peri-
ods, before being quenched (HCl) and analysed by 19F NMR.

For the faster reactions, with a t0.5 in the range of milliseconds
to seconds (55–62) the rapid quench-flow method (Section 2.4.1)
was employed. The arylboronic acid and TFA (internal standard
and stabiliser) were dissolved in dioxane/water (1/1) and an ali-
quot analysed by 19F NMR spectrum to give a t0 spectrum. The
remaining solution was then loaded into the reagent syringe of
the rapid quench-flow apparatus and the thermostat set to 70 �C.
The second reagent syringe was primed with a solution of KOH
in dioxane/water (1/1), and the quench syringe primed with aque-
ous HCl (large excess over the KOH). Once the system had ther-
mally equilibrated to 70 �C, the reagents were driven through the
mixer and the control software set to allow reaction ageing time
periods ranging from 2 ms to 30 s, depending on the boronic acid,
before ‘instant’ automated quench by the HCl. A quench-sample
was collected for each time point and analysed by 19F NMR to build
the kinetic profile in pseudo time format.

The temporal concentration data (for formation of the product,
consumption of the starting material, or both) for all 30 boronic
acids were analysed using a simple first-order rate equation to



Table 4
Half-lives for protodeboronation (kPDB) of arylboronates 33–62 at 70 �C in 1:1 H2O/
Dioxane at pH > 12.

Substrate; X t0.5 Method
33 3-F 7 months Interrupted, in situ
34 H 6 months Interrupted, in situ
35 4-F 4 months Interrupted, in situ
36 3,4-F2 3 months Interrupted, in situ
37 3,5-F2 3 months Interrupted, in situ
38 3-Cl 8 weeks Interrupted, in situ
39 3,5-(CF3)2 7 weeks Interrupted, in situ
40 4-Me 7 weeks Interrupted, in situ
41 3,4,5-F3 7 weeks Interrupted, in situ
42 4-MeO 5 weeks Interrupted, in situ
43 3,5-(NO2)2 16 h Interrupted, in situ
44 2-F-4-MeO 34 h ex situ
45 2-F 19 h ex situ
46 2,4-F2 8 h ex situ
47 2,5-F2 3 h ex situ
48 2-F-4-CF3 2 h ex situ
49 2,3-F2 2 h ex situ
50 2,4,5-F3 1 h ex situ
51 2,3,4-F3 39 min ex situ
52 2-F-5-NO2 15 min ex situ
53 2,3,5-F3 10 min ex situ
54 2,3,4,5-F4 3 min ex situ
55 2,6-F2-4-MeO 7 s rapid quench-flow
56 2,6-F2 5 s rapid quench-flow
57 2,4,6-F3 1 s rapid quench-flow
58 2,3,6-F3 235 ms rapid quench-flow
59 2,3,4,6-F4 66 ms rapid quench-flow
60 2,3,5,6-F4 11 ms rapid quench-flow
61 2,3,5,6-F4-4-MeO 9 ms rapid quench-flow
62 2,3,4,5,6-F5 2.6 ms rapid quench-flow

Scheme 7. Proposed mechanisms I–III for the base-catalysed protodeboronation of
arylboronic acids.

Scheme 8. Concerted mechanism (IA) for the base-catalysed protodeboronation of
arylboronic acids.
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obtain kPDB. With the rate data in hand attention was turned to
probing a range of previously proposed mechanisms (I – III;
Scheme 7).

A pH-rate profile was constructed for one of the more rapidly
reacting arylboronic acids, 56, using the ex situ NMR protocol, vide
supra, but with an additional buffer added to control the pH. Using
a selection of buffer systems, kobs was determined at various pH
values, and log kobs versus pH plotted. By fitting an appropriate
model to this data, we were able to determine that the reaction
proceeds via a monoanionic mechanism, thus ruling out Mecha-
nism III (Scheme 7). This conclusion was reinforced by testing for
saturation kinetics, again using the ex situ NMR protocol, but in this
case adding KOH at various concentrations. The rate was pH inde-
pendent above a pH threshold where all of the ArB(OH)2 had been
converted to [ArB(OH)3]–.

Twenty of the thirty arylboronic acids (33–52) proved stable
enough for rapidly conducted 11B{1H} NMR pH titrations. In each
case, the arylboronic acid was dissolved in dioxane/water (1/1) to
give a 0.05 M solution, which was stirred and heated to 70 �C.
While monitoring using a pH meter, KOH was added in small vol-
umes to increase the pH by 0.5 pH units, between pH 7.11 and pH
13.01. At each stage an aliquot was transferred to an NMR tube and
the sample analysed at 70 �C by 11B NMR. The 11B NMR chemical
shift and line-width for ArB(OH)2 species (26–28 ppm; broad) are
very distinct from those of the boronate, [ArB(OH)3]– (3–5 ppm;
relatively sharp). At pH 13, the chemical shift and sharper line-
width indicated a tetrahedral (Mechanism I) not trigonal (Mecha-
nism II) boron centre, with the speciation > 99% [ArB(OH)3]–. In
between these limiting pH values, rapid exchange (106 M s�1) of
76
hydroxide between boron centres results in a single time-average
peak (Section 4.5.1), allowing calculation of the speciation. The
Henderson-Hasselbalch equation allowed the pKa value for each
boronic acid to be obtained from the NMR-derived ArB(OH)2/[ArB
(OH)3]– speciation. On comparison with the protodeboronation
kinetics, it was evident there was not a simple correlation between
the Lewis acidity of the boron centre (pKa) and the rate of C-B
cleavage (kPDB).

A Hammett analysis was conducted by plotting log(kPDB/kH) vs
rSL, where kH is the kPDB value for 34 and rSL a modified Swain-
Lupton parameter. The biphasic correlation indicated that two
monoanionic pathways IA and IB were operative, with the division
being clearly defined based on the electron-deficiency of the aro-
matic ring.

A KIE study (Section 5.3) was conducted on an electron-rich sys-
tem, p-anisylboronate (42) following pathway IA (Scheme 8). By
following the interrupted in situ NMR method rate data was
obtained in H2O/dioxane (normal, kH), in D2O/dioxane (deuteri-
ated, kD) and in L2O/dioxane (L = H, D 1:1) This allowed for the
absolute rate KIE, kH/kD, to be determined from the first two sol-
vent systems, as 4.4. For the final system the KIE was determined
by the ratio of products, giving a partitioning KIE of 4.4. Both KIE
values agree, and the magnitude indicated a PKIE, consistent with
a concerted form (IA; Scheme 8) of the previously proposed general
Mechanism I.

Of the remaining arylboronic acids, 2,6-fluorophenylboronate
acid (56) was chosen as an electron-deficient system that primarily
follows the faster pathway, IB (Scheme 9). An analogous KIE study
was conducted, but using the rapid quench flow NMR protocol,
vide supra. The resulting absolute rate KIE, kH/kD, was 1.00, indicat-
ing that proton transfer is not involved in the rate-limiting step.
The partitioning KIE was low, but not 1.00. Instead, the value of
1.26 is consistent with transfer of H/D from L2O to a highly-
reactive species, such as an aryl anion; pathway IB, Scheme 9.

The mechanistic proposal (pathway IB, Scheme 9) was explored
by 10/11B and 12/13C heavy-atom KIE experiments. The former used
two competition experiments (Scheme 10), both of which sug-
gested that there was not the expected primary B-KIE. However,
a possible explanation lay in an equal but opposite secondary iso-
tope effect (SKIE) caused by rehybridization of the boron during
the arylboronate to boric acid (B(OH)3) conversion at stage one,
the RLS, of pathway IB. An analogous equilibrium isotope effect
(EIE) would also be expected for arylboronate/arylboronic acid
interconversion, and this was probed by competitive 19F NMR titra-
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tions, Scheme 11, to gain supporting evidence. From these experi-
ments a significant inverse secondary 10/11B EIE was determined
(1.02), a value which is sufficient to offset the expected normal
boron PKIE in the RLS for pathway IB.

A 13C KIE is also expected to attend C-B cleavage in pathway IB,
and in this case was probed using the Singleton method (Sec-
tion 5.3.4). Thus, a solution of 2,6-difluorophenylboronic acid in
1/1 dioxane/water containing TFA as an internal standard was
warmed to 27 �C, and a solution of excess KOH added. After
77 min (
96% conversion) the reaction was quenched and the
13C-enriched unreacted boronic acid (56) isolated. However, 13C
NMR analysis of the key carbon was strongly affected by the
quadrupolar relaxation broadening caused by the adjacent boron.
The boronic acid was therefore redissolved in dioxane/water,
added to a J Young valve NMR tube, excess KOH added, and the
tube shaken vigorously to effect complete protodeboronation. In
a separate J Young valve NMR tube a sample of the unreacted
(i.e. non-13C enriched) boronic acid was analogously protode-
boronated. Both samples were analysed by 19F NMR until protode-
boronation was complete. This allowed indirect analysis of the
Scheme 9. Dissociative mechanism (IB) for the base-catalysed protodeboronation
of arylboronic acids.

Scheme 10. Competition experiments performed to determine B-KIE, (a) D-KIE
background and (b) B-KIE experiment.

77
boronic acid 56, by 13C DEPT-55 analysis of the cleanly in situ gen-
erated 1,3-difluorobenzene products 69. The 12C/13C PKIE value for
the ipso carbon (C1 in 56) was determined to be 1.029, consistent
with the primary KIE calculated computationally (DFT) for path-
way IB.

This mechanistic study is an example of the power of the appli-
cation of different in situ and ex situ NMR monitoring techniques to
ensure capture of relevant kinetic data. It also shows how helpful
19F NMR can be when dealing with a system that has overlapping
or complex 1H NMR spectra, allowing informative titration, KIE and
EIE NMR experiments. All of the individual techniques outlined
above are readily accessible to the mechanistic chemist, and
through a well-considered combination, complex systems can be
readily tackled.

6.2. Case study 2: A dinuclear mechanism implicated in controlled
carbene polymerization [337]

Techniques: In situ; continuous; 1H NMR; Rapid-Injection NMR,
DOSY

In a recent study into the development and mechanistic under-
standing of (p-allyl)palladium carboxylate dimers (75, 76) as a
new class of initiators for the polymerisation of ethyl diazoacetate
(EDA: 72 Scheme 12) Toste and collaborators utilised variable tem-
perature (VT) and rapid injection (RI) NMR techniques to great
effect.

In preliminary 1H NMR studies it had been found that there was
good separation of the peaks, allowing for all of the major species
to be clearly followed. The team used the following protocol for
their analysis. Firstly, they calibrated their NMR spectrometer
probe temperature using the methanol thermometer technique.
This involved determining the 1H NMR chemical shift of a 4% sam-
ple of MeOH in CD3OD, for which reference calibration curves of
chemical shift difference between Me and OH, versus temperature,
Scheme 11. NMR titration equilibrium experiments to determine the EIE, (a) D-EIE
background and (b) B-EIE experiment.
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have been published [50]. After calibration, they charged a solution
of the EDA (0.47 M) and their chosen internal standard of 1,1,2,2-
tetrachloroethane (1 lL) to a J Young valve NMR tube. This was
submitted to the spectrometer and tuning, locking, shimming,
90� pulse calibration and T1 measurement were carried out at
�40 �C. The sample was then ejected from the NMR spectrometer
and put into a dry-ice acetone bath at �78 �C. Next, the Pd initiator
(75, 9.5 mM) was injected into the NMR tube, to give a total vol-
ume of 736 lL, and the NMR tube submitted back to the NMR spec-
trometer. The data collection was started (t0) once the lock signal
stabilised, and the dead time between resubmission and reaching
the desired �40 �C was recorded. A series of NMR spectra were
recorded over 1 h and the resulting data modelled in plots of [conc]
vs t, for both the EDA and palladium dimer. The modelled data
revealed that the dimer decayed with first order kinetics, and that
the EDA had a more complex first/second order relationship – find-
ings consistent with their proposed dinuclear mechanism.

An interesting finding from their in situ kinetics study was the
migration of the methyl group from one of the acetate groups in
the palladium dimer. Utilising DOSY (Section 4.6) they were able
to identify that the new peak in the NMR arises from the acetate
becoming attached to the chain end of the polymer, further sup-
porting the mechanistic hypotheses regarding initiation events.

To conclude their studies Toste and collaborators looked to elu-
cidate comparative rates of initiation for the acetate complex 75,
Scheme 12, versus the chloride bridged complex used in previous
work, complex 76. The dead time in the VT NMR studies outlined
above meant key data was missing for the first 200 s, during which
the initiator was mostly consumed. This aspect was addressed
using the rapid injection method (Section 2.4.4.1). Firstly, 400 lL
from a stock solution of the initiator (3.69 lM in toluene-d8) was
charged into an NMR tube. Separately a solution of the EDA was
prepared (0.92 mM) with 1,4-bis(trifluoromethyl)benzene as inter-
nal standard and transferred to the injection reservoir in the RI-
NMR equipment. The NMR tube was then inserted into the NMR
spectrometer with the cap removed and under a flow of N2, and
the tube cooled to �20 �C. The injection system was lowered into
the NMR spectrometer and allowed to cool over a period of 10 s,
after which 200 lL of the EDA solution was injected at a rate of
150 lL/s. The reaction was monitored in situ from the point of
injection via 1H NMR, with a spectrum recorded every 19 s over
twelve minutes. From the data obtained, Toste and collaborators
were able to determine that initiator 75 was much more effective
than 76. They were also able to derive information about the rela-
tive propensity for the two initiators to dimerise rather than poly-
merise the EDA from the RI-NMR experiments. These observations,
Scheme 12. General conditions for the polymerisation of ethyl diazoacetate (72)
with (p–allyl)palladium dimers (75, 76) as initiator.
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along with the support of DFT calculations, allowed the proposal of
a dinuclear mechanism, in which both Pd centres play a role.

This study highlights the substantial increase in insight avail-
able by application of specialist techniques. The use of VT-NMR
allowed elucidation of the kinetic orders, and gave important gen-
eral mechanistic information. By employing the RI-NMR technique,
processes occurring at the very beginning of the reaction were
analysed, under carefully controlled temperature conditions,
revealing information that would be missed by standard in situ
monitoring. Overall, the in situ NMR study yielded important infor-
mation about the relative activity of the two catalysts 75 and 76,
and provided additional understanding regarding which more
readily undergoes the undesired dimerization.
6.3. Case study 3: Anion-initiated trifluoromethylation by TMSCF3:
Deconvolution of the siliconate–carbanion dichotomy by stopped-flow
NMR/IR [25]; and difluorocarbene generation from TMSCF3: Kinetics
and mechanism of NaI-mediated, and Si-induced, anionic chain
reactions [26]

Techniques: In situ continuous; Interleaving pseudo-time; Vari-
able Temperature NMR; Stopped Flow NMR; 19F NMR; Kinetics at
Steady-state and Simulation; Line shape analysis; Isotope Shifts; Iso-
topes/KIEs and EIEs

Over the last decade, there has been much interest in use of the
reagent trimethyl(trifluoromethyl)silane (TMSCF3) for CF3 and CF2
transfer, including applications at industrial scale. The Lloyd-Jones
group recently published two mechanistic studies on the reagent,
exploring CF3 transfer to ketones and aldehydes and CF2 transfer
to alkenes. Both studies utilised a wide range of techniques, espe-
cially 19F NMR, to elucidate detailed information.

The study began by using in situ 19F NMR to characterise the
reaction of 4-fluoroacetophenone (77) with TMSCF3, initiated by
Bu4NF (TBAF, Scheme 13).

200 lL of a stock solution containing 77 and the internal stan-
dard (fluorobenzene) in THF was added to an NMR tube, followed
by a further 200 lL of a stock solution of TMSCF3 in THF. A rubber
septum was used to seal the NMR tube, allowing for later addition
of the TBAF initiator without the system being exposed to air. The
NMR tube was loaded into the NMR spectrometer at 300 K and the
sample was shimmed, tuned and the first spectrum obtained
(t = 0). The sample was then ejected and 50 lL from a stock solu-
tion of TBAF in THF was rapidly injected, using a microsyringe with
the needle inserted through the rubber septum of the NMR tube.
The NMR tube was vigorous shaken (vertically) during the addi-
tion, and again once the needle was removed, to ensure full mixing.
The NMR tube was resubmitted to the spectrometer, shimmed,
tuned, and a spectrum obtained. The time between the TBAT being
added and the first spectrum being obtained was recorded by a
stopwatch, to include as an adjustment when later analysing con-
centration vs time as recorded by the spectrometer. Spectra were
taken at regular intervals, over time periods that depended on
the specific reaction conditions. Three side-products were evident
in the 19F NMR spectra, and identified as fluoroform (CF3H, 81), a
Scheme 13. Reaction conditions for the in situ 19F NMR spectroscopic analysis of
the reaction between TMSCF3 and 4-fluoroacetophenone (77).
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silylenol ether (79), and a homologated product (80; Scheme 14)
generated from 79.

Having identified the product, and side-products, spectra were
stacked and each peak integrated, using the fluorobenzene internal
standard to determine absolute concentrations of each species. The
results were found to vary between batches of TBAF, and so this
was replaced with [Ph3SiF2][Bu4N] (‘TBAT’), an anhydrous initiator
that gave consistent results and much faster reactions. Using the
in situ 19F NMR method, the effects of potential contaminants in
the TMSCF3 were tested by addition of a series of possible ‘‘in-
hibitors”, about 200 s after initiation, and then resubmitting the
NMR tube to the spectrometer to analyse the change in rate reac-
tion. The in situ method was also employed to determine how the
identity of the CF3 source (comparing Me3SiCF3 with Et3SiCF3 and
(iPr)3SiCF3) affected the rate of reaction and generation of enol
ether 79 and analogues.

Whilst the initial in situ studies gave useful information regard-
ing the effects of different initiators, reagents and inhibitors,
detailed kinetic analysis remained elusive due to the fast rate at
which the reaction initiated and proceeded to completion. Thus,
stopped-flow (SF-NMR) (Section 2.4.4.2) was employed, allowing
detailed analysis of the first 5–100 s of the reaction, allowing effi-
cient control of mixing and temperature. For the reaction of inter-
est, Scheme 14, classic SF-NMR (Fig. 12a) with a fixed-ratio two
reservoir system would require a very large quantity of each com-
ponent (R3SiCF3, ketone, and initiator) and a lengthy procedure for
flushing out the previous samples in the reservoirs and flow lines
between runs, to fully evaluate the kinetics. Instead, a triple reser-
voir, variable ratio SF-NMR system (Fig. 39) was employed. For the
three-component reaction (Scheme 14) this required just four
stock solutions to be prepared.

The following protocol was followed for the SF-NMR experi-
ments. A stock solution of TMSCF3 and ketone in THF was prepared
and transferred into a Schott reagent bottle, which was capped
with a three-valve cap with threaded ports. A TBAT stock solution
was also prepared in the same manner. A further Schott bottle con-
taining a ‘wash solution’ of TMSCF3 and TBAT was prepared, and
this then was used to dehydrate the flow lines in the SF-NMR sys-
tem prior to use in this very water-sensitive reaction. Next, the SF-
NMR flow-cell assembly was lowered into the NMR spectrometer
and shimming and tuning performed. The three syringe drives
were each loaded with the appropriate reagent and flushed
through the system, followed by anhydrous THF. The syringes were
loaded again and kinetic studies were run using a 600 lL shot vol-
ume, a 1 mL s�1 flow rate, and a spectrum acquisition time of 0.5 s
with 1 s relaxation delay. Typically, there was one scan per
spectrum.

Using this system, the initial rate of reaction, as a function of the
concentrations of all three components (TMSCF3, ketone, and
TBAT), was rapidly and efficiently analysed. For TBAT and ketone,
Scheme 14. Trifluoromethylation of 77 by TMSCF3, analysed in situ by 19F NMR
spectroscopy.
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plots of initial rate vs initial concentration gave positive straight-
line correlations, indicative of first-order dependence on both com-
ponents. However, for TMSCF3 initial rate vs reciprocal initial con-
centration gave a positive straight-line correlation, indicative of
inverse first-order with respect to TMSCF3; i.e. the reagent is an
inhibitor of the overall process.

SF-NMR analysis using 10 mol% TBAT allowed identification of a
siliconate intermediate, [(CF3)2SiMe3]–, and by interleaving a com-
bination of datasets obtained with varying delays between the
reaction being triggered and the first spectrum, temporal concen-
tration data was obtained for the full reaction evolution, acquiring
30 data points at 0.29 s intervals over a pseudo time period of 8.7 s.
The short-lived siliconate intermediate, [(CF3)2SiMe3]–, was shown
to be generated in direct proportion to the TBAT, and to be in a very
rapid dynamic equilibrium with TMSCF3 and an undetected low
concentration of a highly reactive CF3 anionoid. The latter process
gave rise to dynamic-line broadening of the siliconate species,
which was constant throughout the reaction. However, for the
TMSCF3 the dynamic line-broadening was found to develop as
the reaction proceeded, and the TMSCF3 concentration was
depleted. This dynamic line-broadening was successfully simu-
lated using a three-spin exchange process in which TMSCF3 and
the siliconate are in rapid dissociative equilibrium with a kex rate
ranging from approximately 180 s�1 to 2325 s�1 between 2 and
22 �C, Fig. 40. The data for kex at the various temperatures was used
in an Eyring analysis, plotting ln(kex/T) vs 1/T, to give DG� and TDS�

for the dissociation (82 ? 84 + CF3–) at 27 �C, the temperature at
which the kinetics of the CF3 transfer reaction were studied. This
data could not be obtained directly due to the siliconate signal
being indistinguishable from the baseline at this temperature.

To further probe the mechanism, isotopically labelled sub-
strates were synthesised to determine 13C and 2H KIEs. To obtain
the 2H KIE for enol ether (79) generation, the standard in situ 19F
NMR procedure was conducted, using the CD3 isotopologue of
the ketone (d3-77, Scheme 15) in two different experiments.
Fig. 39. The variable ratio input stopped-flow NMR system (see schematic
configuration in Fig. 12b) employed for the study; in this case with two flow
probes – one dedicated to anhydrous work [15].



Scheme 15. Intermolecular competition experiments for determination of 1H/2H
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Comparison of the relative selectivity for product (d3-78) over enol
silane (d2-79) afforded kH/kD = 6.4, i.e. a large a primary 2H KIE. Co-
reaction of d3-77, with 77, and analysis of the relative rates of gen-
eration of CF3D/CF3H afforded kH/kD = 6.1. To obtain the 13C KIE
data for addition of CF3 to the carbonyl carbon (C-2), intermolecu-
lar competitions were again analysed by 19F NMR, through the fol-
lowing pair of experiments: (i) 77 versus d4-77, affording k[d0,12C]/
k[d4,12C]; and (ii) [13C]-77 vs d4-77, affording k[d4,12C]/k[d0,13C]. The
deuteration of the aromatic ring in d4-77 leads to a secondary iso-
topic shift of 0.54 ppm in the para-fluorine signal, allowing [aryl-
d4] to be distinguished from [aryl-h4] in all of the substrates, inter-
mediates, and products.

The requisite 12C/13C KIE was isolated algebraically from the
two experimentally-determined KIEs by normalisation, and deter-
mined to be small (12C/13C KIE = 1.008), consistent with a pre-
complexation type nucleophilic addition rather than a direct attack
at the carbonyl carbon.
and 12C/13C KIEs by 19F NMR spectroscopy (L = H/D). Aryl deuteration in the
substrate leads to a significant secondary isotope shift in dF, facilitating accurate
relative quantification of the isotopologues by 19F NMR.
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The kinetic, thermodynamic, and KIE data were then used to
identify the correct DFT methods for computational studies, and
in turn to deduce a general mechanism for CF3 transfer from R3-
SiCF3 species to electrophiles, in which the free CF3 anionoid is
the reactive intermediate.
Fig. 40. 19F NMR variable temperature lineshape analysis of silconate-carbanion
equilibrium. Experimental data, obtained by SF-NMR Fig. 39, is coloured red, the
fitted data is coloured black. The CF3 anionoid is not detected. Under these
conditions (large excess of TMSCF3, as evident from 13C-satellites, which are not
included in the fitting), the lineshape of the siliconate is only dependent on the
dissociation rate (kex). As the temperature is raised, decomposition leads to a
mixture of perfluoroalkenes and perfluorocarbanions, dominated by [C11F23]�.
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In the second study, a general mechanism for the generation of
CF2 from TMSCF3 was elucidated, mostly by use of an alkene as a
trapping agent for the CF2. Reactions were again initiated by TBAT,
and these processes compared with initiation by NaI, the latter
being the preferred option in synthesis when the desired outcome
is the gem-difluorocyclopropanation product, Scheme 16.

The study began by determining KIEs to probe the nature and
geometry of the transition state for transfer of CF2 to the alkene,
and employed the abovementioned double-labelling technique (al-
lowing distinction of Ar-d0 from Ar-d4 by a net secondary isotopic
shift of 0.54 ppm) to facilitate in situ 19F NMR analysis of inter-
molecular competitions of strategically labelled 4-fluoro-a-
methyl styrenes (Scheme 17).

By plotting [Ar-d0]/[Ar-d4] against fractional conversion (F) and
fitting the data according to the full Bigeleisen-Wolfsberg equation
(see Section 5.3.3.2), for first order competition, the KIEs were
readily estimated. The 19F NMR spectra were found to be better
resolved in chlorobenzene than THF, and on repeating the reac-
tions in this solvent, the KIEs more precisely determined, but of
the same magnitude. The three KIEs were all fully consistent with
those calculated for addition of a free CF2 singlet carbene to the
alkene.

LFERs were then determined, again by competition, this time
between 4-fluoro-a-methyl styrene and different para-
substituted a-methyl styrenes, with a large deficiency of the
TMSCF3. Reactions were run until completion and then analysed
by 19F NMR. The log of the ratio of the two difluorocyclopropana-
tion products (determined by integrating the diastereoisotopic
CF2 signals) was found to correlate with r+, affording a small neg-
ative q+ value. This again was consistent with a concerted asyn-
chronous singlet CF2 addition process, conclusively showing that
cheme 16. Difluorocyclopropanation of 4-fluoro-a-methylstyrene (85) by
S

TMSCF3, using TBAT or NaI as initiator.
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the TMSCF3 is an indirect source of CF2. However, the mechanism
for the liberation of the CF2 required further mechanistic study of
both the NaI and TBAT initiated systems by in situ 19F NMR
(Scheme 18).

A wide range of experiments were conducted. These included (i)
testing the stability of the system in the absence of one of each of
the components; (ii) understanding the inhibitory effects of vari-
ous additives by charging in these compounds during the in situ
analysis; (iii) evaluating the effect of different solvents and deter-
mining what effect changing the cation and anion of the initiator
had on the system; and (iv) analysis of the evolution of the difluo-
rocyclopropanation product versus the TMSF reaction co-product,
in the form of a ‘concentration-concentration plot’. Indeed using
this single in situ 19F NMR analysis technique, large amounts of
data were extracted, and supported by detailed computational
studies, of a wide range of mechanistic hypotheses, that eliminated
various possibilities, including radical and cationic chain reactions,
and the liberation of CF2 directly from TMSCF3. It was eventually
concluded that CF2 generation from TMSCF3 proceeds by an anionic
chain reaction in which a CF3 anionoid (Fig. 40) is again a key inter-
mediate. However, in this case the carbanion transfers fluoride
anion to TMSCF3, thus generating CF2 and a fluorosiliconate analo-
gous to 82.

The two related Case Studies above are examples of how a com-
plex reaction mechanism can be broken down into a series of smal-
ler parts, and each part analysed through simple to apply in situ 19F
NMR protocols, readily accessible to any mechanistic chemist with
access to an NMR spectrometer.
6.4. Case study 4: Insight into catalyst speciation and hydrogen co-
evolution during enantioselective formic acid-driven transfer
hydrogenation with bifunctional ruthenium complexes from multi-
technique operando reaction monitoring [158]

Techniques: Interleaving; Flow-NMR; 1H NMR; 13C NMR; Kinetics
at Steady-state; Catalyst Speciation

Tracking the concentrations of catalytic intermediates during
the course of a reaction can provide valuable mechanistic informa-
tion about the dominant catalytic species and reaction pathways.
An example of how interleaving techniques can be used to provide
additional insights into catalytic reactions was recently reported
Scheme 17. Reaction conditions for the KIE study between d4-85 and isotopologues
of 85.

Scheme 18. General reaction conditions for the in situ 19F NMR spectroscopy
monitoring of the difluorocyclopropanation of 85 by TMSCF3.
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by Hintermair and collaborators. In this work, the asymmetric
transfer hydrogenation of acetophenone (93) to 1-phenylethanol
(94) with the Ikariya-Noyori catalyst [(mesitylene)RuCl(R,R)-
(TsDPEN)] (88) was monitored in a formic acid/triethylamine mix-
ture (Scheme 19).

A combination of online flow NMR, UV–Vis spectroscopy, inline
liquid chromatography and head-space mass spectrometry were
used to provide complementary information about the reaction.
Whilst in principle data for each of these techniques could be
acquired independently, measuring the data simultaneously using
NMR, UV–Vis flow cells, HPLC and headspace-MS sampling in a sin-
gle reaction vessel, allowed direct comparison between data from
the different techniques. A peristaltic pump was used to circulate
the reaction mixture from the reaction vessel to the NMR and
UV–Vis flow cells via narrow diameter polyether-etherketone
(PEEK) tubing (total volume approximately 4 mL, flow rate 4 mL/
min). A sampling valve on this flow loop allowed the periodic col-
lection and automated dilution of 50 lL aliquots of the reaction
mixture for analysis by chiral HPLC. The reaction vessel and trans-
fer tubing were jacketed, with two heat exchangers and thermo-
couples located at various positions in the flow loop used to
maintain a constant reaction temperature of 40 �C. Headspace-
MS samples were taken directly from the headspace of the reaction
vessel. As several of the catalytic intermediates are air-sensitive,
the reaction was performed under an argon atmosphere, with the
flow loop pressure maintained by use of a back-pressure regulator
to prevent outgassing of CO2 or H2 in the flow cells. Automated
tuning and shimming routines were performed on the NMR flow
cell prior to the addition of catalyst and substrate. Acquisition
was started and catalyst added. After a 15 min delay to allow the
initial speciation of the catalyst to be determined, substrate (93)
was added to start the reaction.

Three different NMR experiments were performed, with selec-
tive and non-selective NMR spectra acquired in an alternating pat-
tern, and 13C spectra interleaved at intervals. Non-selective 1H
NMR experiments with 8 scans were used to measure reaction pro-
gress and substrate/product concentrations. However the catalyst
signals were of too low intensity to be quantified, and thus selec-
tive 1H experiments with an excitation bandwidth of 3 ppm, cen-
tred on a hydride peak at �5 ppm, were performed, with 8 scans
and at higher receiver gain, to monitor the ruthenium-hydride
intermediate. As the reaction volume was continuously moving
Scheme 19. Proposed catalytic cycle for the asymmetric transfer hydrogenation of
acetophenone (93) to 1-phenylethanol (94) using formic acid/triethylamine as the
hydrogen source, catalysed by [(mesitylene)RuCl(R,R)-(TsDPEN)] (88).



Fig. 41. In-flow effects on signal intensity for flowing samples with different T1
relaxation times or flow rates [39].
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through the NMR flow cell, only a very short relaxation delay (1 s)
was required, because the sample within the detection volume was
continually replaced with freshly magnetised sample. To compen-
sate for the decrease in signal intensity resulting from incomplete
magnetisation of the sample flowing into the NMR cell, a correc-
tion factor was applied to each peak for both selective and non-
selective spectra, using integral values recorded under static condi-
tions (see Case Study 5). For integrals recorded using the selective
experiment, an additional correction factor was calculated using
the 1,3,5-trimethoxybenzene internal standard to compensate for
the increased receiver gain used for these experiments. Offline
sampling confirmed the same reaction kinetics, but with much less
detailed information than the online flow analysis, highlighting the
power of the latter technique.

An induction period of 2 h was observed at the start of the reac-
tion, during which time formic acid was consumed but there was
no significant product formation. Hydrogen formation was
detected by 1H NMR during the induction period, accompanied
by a shift in the position and linewidth of the formic acid peak.
13C NMR showed the formation of CO2 during this time, however
the signal intensity was too low to quantify. Combining the NMR
results with data recorded by headspace MS confirmed that hydro-
gen and carbon dioxide were formed in a 1:1 ratio during the
induction period. Once the ratio of formic acid to triethyl amine
dropped from the initial 2.5:1 to 1.5:1, turnover converting 93 to
94 was observed, with a corresponding decrease in the rate of
hydrogen formation.

Activation of the chloride pre-catalyst 88 was rapid, reaching
completion before the first spectrum was acquired. Although for-
mate complex 91 was observed as the major catalyst species in
both 1H and 13C NMR spectra, overlap with formic acid peaks
meant that hydride 92 was the only catalyst species that could
be quantified from NMR data. 16-electron species 89 had no distin-
guishable peaks in the NMR spectrum, however the strong purple
colour allowed the concentration of 89 to be tracked by UV–Vis
spectroscopy, so that two of the three catalytic intermediates could
be monitored during the reaction. The concentration of hydride 92
showed the same time-dependent distribution as product, with
concentration increasing after the initial induction period. No
change in product enantioselectivity was observed during the reac-
tion, suggesting that the low concentration of 89 prevented pro-
duct from re-entering the reaction cycle. Based on these
observations a parasitic reaction of hydride 92 with formic acid
was proposed as being the cause of the initial induction period,
with turnover commencing once the concentration of formic acid
dropped below a critical level. When the reaction was repeated
with an initial ratio 1.5:1 formic acid to triethylamine, no induction
period was observed.

This Case Study highlights the substantial benefits of monitor-
ing catalytic intermediates and reaction products simultaneously.
Hintermair and collaborators used interleaved data from three dif-
ferent NMR experiments, combined with online UV and inline
HPLC and headspace MS, to monitor all reagents, products and
by-products of the reaction, along with two out of three on-cycle
catalytic intermediates, to deduce the existence of a parasitic
side-reaction. This detailed insight allowed mechanism-informed
modification of the reaction conditions to both eliminate the
induction period and inhibit the unwanted reaction.

6.5. Case study 5: Practical aspects of real-time reaction monitoring
using multi-nuclear high-resolution flow NMR spectroscopy flow NMR
spectroscopy [39]

Techniques: Flow NMR; 1H NMR; Relaxation (T1, T2)
Hintermair and collaborators have pioneered the use of flow

NMR techniques to study intermediates in reactions with lifetimes
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greater than a fewminutes. In a recent publication they reported in
detail on the design of apparatus, flow effects (Fig. 41) and data
treatment, for their closed-loop continuous-flow system (Fig. 10),
which can be coupled to standard high-resolution NMR spectrom-
eters without requiring probe modifications [39]. The stirred reac-
tion vessel ensures efficient mixing of analytes before they are
circulated throughout the system by a HPLC pump. Temperature
control is achieved by thermally jacketed tubing, which is con-
nected to an NMR flow tube located inside the thermostatted
probe. A by-pass loop is added for safety reasons. Similar to all flow
experiments, the hydrodynamics of the system are of particular
importance in the sense of affecting the measurements, therefore
the impact from the flow must be analysed for a given experimen-
tal set-up. In practice, laminar flow at a relatively low Reynolds
number leads to back-mixing in the transfer line. Because the dead
time between the reaction being initiated in the reaction vessel
and it being measured by NMR in the flow tube is dependent on
the flow rate, the latter needs careful optimisation. In addition,
the hydrodynamics also determine the intrinsic in-flow and out-
flow effects of the system, which must be taken into consideration
in order to obtain quantitative results. These in- and out-flow
effects remain two universal considerations for on-line flow NMR
measurements.

The in-flow effect arises from incomplete pre-magnetisation
before the reaction mixture arrives at the NMR flow tube for detec-
tion. A period of approximately 5 � T1 is required for spins to reach
thermal equilibrium. Thus attenuated signal intensities and dis-
torted quantification will arise in flow NMR experiments if the T1
values of nuclei are longer than the residence time of the flowing
analytes inside the magnet. The study evaluated the impact of
the in-flow effect on signal intensities and confirmed its pure
dependence on the intrinsic T1 values of spins at a given flow rate.
More rapidly relaxing species are less affected as they build up
magnetization more rapidly, so this in-flow effect exerts a more
substantial influence on slowly-relaxing spins. Previous
approaches included the introduction of pre-magnetization coils
[133] and reduced flow rates [338], both at the cost of elongated
dead time. In this work Hintermair proposed the use of a correction
factor CF ¼ Istatic=Iflow, derived from recording spectra under flow
and stationary conditions. Applying this correction factor to the
measured signal integrals during reaction under flow conditions
yielded corrected signal integrals, following mathematical rela-
tionship Icorrected ¼ CF � Imeasured. For reactions involving spins of
substantially different T1 values, the required corrections can be
significant. This correction factor method can also be applied to
spectra rendered non-quantitative due to an insufficient relaxation
delay, where Istatic is a reference spectrum acquired under fully
quantitative conditions and Iflow is a spectrum acquired with an
insufficient relaxation delay.
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The out-flow effect, on the other hand, is due to the continuous
loss of the excited nuclei from the detection volume. This effect
leads to flow-dependent enhancements in the rates of both FID
decay and z-magnetization restoration. Decreased effective T1
and T2 values (T1* and T2*) under flowing conditions were deter-
mined [339], as compared to the intrinsic T1 and T2 values under
static conditions, using the relationships below, where tB denotes
the residence time of spins within the magnetic field.

1
T�
1
¼ 1

T1
þ 1
tB

ð75Þ
1
T�
2
¼ 1

T2
þ 1
tB

ð76Þ

The reduced T1* from out-flow effects was found to permit
shorter repetition times between scans, allowing either a higher
temporal resolution, or more signal averaging (and higher S/N)
within a given timeframe. It is important to note that at high flow
rates, the in-flow effect dominates and constitutes a major consid-
eration for quantitative measurements. The study also elucidated
an initial enhancement of signal intensities in the presence of flow
when repetition times are set too short. This phenomenon can be
sidestepped either by adjusting the experimental parameters or
by applying the correction factor stated above. The reduced T2*
can lead to broadened peaks at higher flow rates, nevertheless, in
practice the effect of out-flow on measured linewidths is usually
small compared to that of B0 field inhomogeneity.

After evaluating the significance of flow effects for quantita-
tively assessing chemical reactions, data treatments in flow NMR
experiments were explored. Flow experiments in general require
large quantities of materials, therefore expensive deuteriated sol-
vents are not recommended. Using protiated solvents poses two
challenges: solvent signal suppression, and field locking of the
spectrometer. The former is circumvented by a solvent suppression
scheme called WET [63] that is particularly useful for flow experi-
ments. The issue of field locking is dealt with through use of mod-
ern instruments capable of maintaining field stability in the
absence of deuteriated internal standards. Advancements in recent
software offer solutions for baseline and phase correction, peak
deconvolution, signal drift etc., in order to obtain qualitative and
quantitative results. Moreover, the exclusion of deuteriated sol-
vents obviates any undesired kinetic solvent isotopic effects (Sec-
tion 5.3) which can interfere with mechanistic studies.

This Case Study shows that on-line NMR analysis equipment
provides a very useful approach to monitor chemical reactions in
real time, enriching the family of flow NMR experiments. The tech-
nique addresses the mixing limitations in conventional static
experiments, and can be time- and labour-efficient owing to the
automated circulatory feature. The dead time of the system makes
it ideal for application to reactions with half-lives of a few minutes
or greater. Detailed analysis allowed elucidation of the significant
roles of flow effects on achieving quantitative results, and solvent
suppression and software solutions can assist with data acquisition
and processing. The study highlights the value of a firm knowledge
of the relationship between nuclear properties of analytes and the
experimental parameters before one sets out to make
measurements.
Scheme 20. Alkali ester hydrolysis of ethyl acetate with potassium deuteroxide.
6.6. Case study 6: Still shimming or already measuring? –
Quantitative reaction monitoring for small molecules on the sub-
minute timescale by NMR [340]

Techniques: In situ continuous; Rapid Injection NMR, 1H NMR;
Spatially-Selective NMR
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The use of NMR spectroscopy for monitoring fast reactions with
sub-minute kinetics is frequently constrained by the need for a
relaxation delay between FID measurements. The maximum data
density is limited to around 3 to 15 spectra per minute, depending
on the pulse flip angle and relaxation time constants of the reaction
species. Recently, Kind and Thiele showed that spatially-selective
NMR techniques (Section 2.3), combined with a simple rapid injec-
tion device, can be used to monitor a reaction at up to 60 spectra
per minute (Scheme 20).

Kind and Thiele chose the base-catalysed hydrolysis of ethyl
acetate (95) as the process for study. To allow fast mixing of the
two reagents, they constructed a simple rapid injection device con-
sisting of a standard 5 mm NMR tube equipped with two fluori-
nated co-polymer tubes. The NMR tube was pre-loaded with
ethyl acetate in D2O ,and a solution of potassium deuteroxide
(KOD) was injected via a syringe through one of the FEP tubes to
start the reaction, with the other FEP tube providing a vent for dis-
placed air. Mixing was induced by the impact of the rapidly
injected KOD solution, and was complete after approximately
1.5 s. The NMR tube was weighed before and after the reaction
to confirm that the correct quantity of base had been added.

Using non-selective pseudo-2D pulse-acquire experiments the
kinetic time courses for the reaction were measured with 90�
and 15� pulse angles and 1 s acquisition time. Relaxation delays
of 15 s and 5 s were required for the 90� and 15� pulses respec-
tively to ensure that the magnetisation was fully recovered
between scans, giving temporal resolutions of 3 and 12 spectra/
minute. In both non-selective experiments significant line broad-
ening was observed, along with significant distortions to the peak
shape. These changes were attributed to variations in the local
magnetic field homogeneity caused by the increase in volume after
the injection of the KOD solution.

To improve temporal resolution, a spatially selective NMR
experiment was tested (Fig. 42). A magnetic field gradient of 12.6
G/cm was applied along the axis of the tube, causing the Larmor
frequency of the protons to vary as a function of position. Band-
selective pulses of 300 Hz bandwidth were used to excite
0.06 mm slices of the NMR tube, with 32 slices acquired from a
0.5 cm region. The small sample region was chosen intentionally,
as the magnetic field is more homogenous over small volumes,
allowing sharper peaks to be recorded. Small shifts in peak position
were observed between slices due to magnetic field inhomogeneity
along the z-axis, however these were easily corrected during pro-
cessing. Using a small sample region also meant that any regions
of poor mixing towards the top and bottom of the NMR tube were
excluded, however this came at a cost of 95 times lower signal-to-
noise than the non-selective experiment.

As each slice could be excited independently from the rest of
the sample, no relaxation delay was required, and spectra were
recorded for each slice in turn with an acquisition time of 1 s. After
a complete cycle through all slices the process was repeated. Since
the time between successive measurements on any given slice was
>5 � T1, the magnetisation in each slice had time to recover before
the next pulse without the need for a relaxation delay. Using this
spatially selective experiment the temporal resolution was
increased to a remarkable 60 spectra/min.

The same ester hydrolysis was measured using the spatially-
selective pulse sequence, with the increased temporal resolution
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allowing additional points to be measured at the start of the reac-
tion. Loss of signal and large distortions in peak shape were
observed immediately after addition of the KOD solution, caused
by the movement of the sample during mixing producing similar
effects to convection. These distortions were short lived, and after
8 s sharp peaks were observed for all resonances. The frequency-
shifted pulses used for the spatially-selective NMR experiments
imparted a phase shift between different slices, requiring each
spectrum to be individually phased before integration. Whilst the
largest source of error in the non-selective experiments was that
due to the wide integration regions needed to encompass the
broad peaks, integration errors in the spatially-selective experi-
ments primarily resulted from the low signal-to-noise ratio.

As all product and reagent peaks were well resolved in the
selective experiments, rate constants were calculated for each peak
and then averaged to give a single value. Measured rate constants
for both selective and non-selective reactions were comparable
with reported literature values measured using conductivity or
titration. The uncertainty in the rate constant was higher for the
90� non-selective experiment than for the 15� or selective experi-
ments due to the smaller number of points available for fitting.

This Case Study reports an impressive application of spatially-
selective NMR techniques in the monitoring of reactions with rate
constants that are of a similar order of magnitude to relaxation
processes. The selective experiment allows a valuable increase in
temporal resolution, crucial for fast reactions, as well as mitigating
the effects of magnetic inhomogeneity due to the addition of
reagents, albeit at the cost of reduced signal-to-noise ratio com-
pared to non-selective experiments.
6.7. Case study 7: Mono-oxidation of bidentate bis-phosphines in
catalyst activation: Kinetic and mechanistic studies of a Pd/Xantphos-
catalyzed C–H functionalization [341]

Techniques: In situ continuous and interrupted; Rapid quenched
flow; 1H NMR; 31P NMR; 13C NMR; Kinetics RPKA; and Catalyst
Speciation

Blackmond and collaborators recently reported a detailed
mechanistic investigation of a palladium-catalysed direct C–H
functionalisation of imidazole 99, Scheme 21. These types of trans-
formations were previously proposed to involve a concerted
metalation-deprotonation mechanism, wherein the base acts as a
ligand coordinated to the metal centre and mediates the deproto-
Fig. 42. (a) Pseudo-2D spatially-selective pulse sequence. The frequency of the 90�
pulses is shifted between each increment. (b) Schematic of spatially-selective
experiment used to extract spectra from different regions of the NMR sample.
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nation. The finding that the chelating ligand xantphos proved
superior to monodentate ligands in the reaction was contradictory
to the proposed mechanism, as it would require a penta-coordinate
palladium transition state or de-chelation of the xantphos from the
palladium centre (as compared to dissociation of a monodentate
phosphine, with significantly lower activation energy), thus
prompting an in situ NMR study.

The reaction was followed by 1H NMR spectroscopy and Reac-
tion Progress Kinetic Analysis (RPKA, Section 4.3.7.1) performed
to obtain information about the mechanism. ‘Different excess’
experiments revealed no dependence of reaction rate on the con-
centration of 98, and a positive order with respect to 99. At high
concentrations of 99, the plots of concentration of 100 against time
started to coincide, indicating saturation kinetics. Performing the
experiments at different pre-catalyst loadings revealed first-order
kinetics with respect to the Pd. Moreover, the reaction is zeroth-
order with respect to both bases (KOPiv and DIPEA), but the rate
depends on the identity of the carboxylate, and to a lesser extent
on the counterion. However, ‘same excess’ experiments showed a
lack of agreement between time-adjusted plots. Product inhibition
was disproved by further experiments, indicating that the lack of
agreement is due to processes involving degradation of the
catalyst.

31P{1H} NMR spectroscopy (in DMAc-d9) was then used to probe
the palladium speciation. The PdCl2�Xantphos pre-catalyst was
mixed with various combinations of reaction components and
changes in the 31P NMR signals analysed. It was found that the
pre-catalyst interacts with pyrrole 98 in the presence of KOPiv to
form a new species, 101, which was isolated, characterised via X-
ray diffraction (Fig. 43), and determined to be the oxidative addi-
tion complex of pyrrole 98 to the corresponding catalyst (with
mono-oxide of Xantphos as a ligand). Moreover, upon cooling the
catalytic system to ambient temperature, intermediate 101 was
detected in solution (the corresponding bis-phosphine and bis-
oxide complexes were also detected). Intermediate 101was shown
to be competent in coupling of 98 with 99 under catalytic condi-
tions, and to stoichiometrically react with KOPiv + 99 to give
100. Under catalytic conditions, no induction period was observed.
Moreover, Xantphos bis-phosphine inhibits the reaction with 101
as catalyst, suggesting stronger binding of the latter to Pd(II). The
non-coinciding time-normalised plots in the RPKA experiments
were attributed to catalyst decomposition, as an increase of the
bis-oxide concentration, with simultaneous decrease of those of
the mono-oxide and bis-phosphine, was observed as the reaction
progressed.

The role of the bases in the reaction was also studied via 31P{1H}
and 13C{1H} experiments and found to be two-fold, promoting both
formation of the catalyst via reduction of Pd(II), and direct C–H
functionalisation via anion metathesis of Br. The Pd(II)-pivalate
species is the resting state under the reaction conditions, hence
explaining the saturation kinetics in 99 and the zeroth order with
respect to base. These results, along with KIE analysis and compu-
tational modelling, led to elucidation of the full mechanism of the
reaction.

This Case Study demonstrates the power of a multinuclear NMR
analysis for in situ interrogation of the structure of intermediates in
Scheme 21. Palladium-catalysed C–H functionalisation of imidazole 99.



Fig. 43. The structure of intermediate 101, characterised via X-ray diffraction.
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catalytic reactions. When this is conducted in combination with
visual kinetic analysis (Section 4.3.7), very detailed information
can be revealed regarding the roles of the species at the various
stages of the overall full catalytic cycle.

6.8. Case study 8: SHARPER reaction monitoring: Generation of a
narrow linewidth NMR singlet, without X pulses, in an inhomogeneous
magnetic field [190]

Techniques: In situ continuous; Stopped-Flow NMR; 19F NMR; 1H
NMR; 10,11B NMR; 31P NMR; Relaxation (T1, T2); Pure shift and
SHARPER; Equilibrium Kinetics; Line shape analysis; Isotopes and Sca-
lar Couplings

Pure shift NMR is a technique that is of growing interest due to
its ability to remove the effects of coupling, resulting in singlet
peaks and thus spectral simplification. The Uhrin group recently
developed SHARPER (Sensitive, Homogeneous And Resolved Peaks
in Real time) and selective SHARPER (sel-SHARPER) pure shift pulse
sequences, which are of particular relevance for reaction monitor-
ing. An introduction to SHARPER and other pure shift techniques
was provided in Section 3.5. The SHARPER technique removes
heteronuclear coupling using a chunked acquisition with gradients
and 180� pulses used to refocus an on-resonance peak whilst
removing all heteronuclear coupling in the manner of a CPMG
pulse sequence. A key feature of the SHARPER sequence is that
all pulses are applied to the observe nucleus channel, meaning that
it can be used to decouple nuclei that share the same channel, as is
often the case for 1H and 19F.

To demonstrate the utility of the SHARPER technique, spectra of
fluorobenzene were recorded using a standard 19F pulse-acquire
pulse sequence and the SHARPER sequence with 256 acquisition
chunks, each lasting 34 ms, giving a total acquisition time of
17.9 s. The SHARPER sequence successfully removed all heteronu-
clear coupling, producing a single peak with half-height linewidth
of 0.14 Hz and eight times increase in signal-to-noise ratio com-
pared to a pulse-acquire spectrum with the same acquisition time.
Small sidebands were observed as a side-effect of the chunked
acquisition, however reducing the chunk duration to 5 ms effec-
tively eliminated these artefacts. Whilst reducing the chunk dura-
tion improved the quality of the spectrum, a small decrease in
signal-to-noise ratio and increase in linewidth were observed
due to relaxation during the spin-echo pulses.

Modifying the SHARPER experiment to include selective 180�
pulses, with an additional spin-echo element prior to the first
chunk, produced a selective version of the experiment (sel-
SHARPER) which additionally removed homonuclear couplings.
This was demonstrated on a sample containing 2-[2H]-1,3,4-
trifluorobenzene, with a sel-SHARPER experiment using 128
acquisition chunks of 13.6 ms duration successfully removing
19F-19F, 1H-19F and 2H-19F couplings to produce a single, sharp
peak.

The refocusing effects of the SHARPER sequence are also cap-
able of removing line broadening resulting from poor magnetic
homogeneity. To demonstrate this, an inhomogeneous field was
generated by deliberately offsetting the x, y, z, z2, z3, xy, xz, and
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yz shims by 500 units, resulting in broad peaks with linewidths
of around 40 Hz. Using a sel-SHARPER experiment with 128 chunks
and 13.6 ms chunk time, the linewidth was reduced to 0.34 Hz
with the integrated signal intensity 60% of the well-shimmed sam-
ple. As with the non-selective SHARPER experiment, small side-
bands were observed which decreased in intensity with
decreasing chunk duration. Similar results were observed for
dynamic inhomogeneities caused by sparging small bubbles of
nitrogen gas through the solution in the NMR tube, using a SHAR-
PER experiment with 64, 128, 256 or 512 chunks of durations 8.5,
4.25, 2.13 or 1.06 ms respectively. Again, using a smaller chunk
duration improved the quality of the spectrum, with line width
roughly halving when moving from 64 to 256 chunks. Whilst bet-
ter homogeneity and correspondingly narrower linewidths were
measured when the rate of bubbling was slow, increasing the rate
of bubbling resulted in greater stability between measurements
due to the more constant number of bubbles in each spectrum.

The application of SHARPER for reaction monitoring was
demonstrated using two reactions. The protodeboronation of
2,3,6-trifluorophenyl boronic acid (58; see Case Study 1) was mon-
itored using a stopped flow NMR system (Section 2.4.4.2) to rapidly
mix water/dioxane solutions of the boronic acid and potassium
hydroxide. 19F sel-SHARPER measurements (128 acquisition
chunks) were made at reaction times between 13 and 208 s. Sharp
peaks (0.5 Hz) were observed for the product, however the reagent
peaks were broadened due to reversible chemical exchange
between the boronic acid and the corresponding boronate (102),
Fig. 44. A linewidth correlation factor, Eq. (77), was determined
for the SHARPER experiment. In Eq. (77), the d(PFG+pulses) term
accounts for the additional relaxation that occurs during the pulsed
field gradients and 180� pulses that are applied between the acqui-
sition chunks. After correction for this effect, the natural linewidth
was then used to calculate the rate constant for chemical exchange
in 2,4–difluorophenyl boronic acid (46) based on the decrease in
linewidth observed when the concentration of hydroxide was
increased.

D1=2 � natural linewidth� tchunkþdðPFGþpulsesÞ
tchunk

ð77Þ

The oxidation of diphenylphosphine was monitored under aer-
obic conditions using 31P sel-SHARPER. Air was bubbled at a rate of
180 mL/h through a sample of diphenylphosphine in toluene-d8,
with the reaction monitored by standard 31P NMR and sel-
SHARPER for a total of 228 spectra (2400 s). To minimise the effect
of bubbling gas, and the large 31P-1H coupling, the chunk size was
reduced to 0.8 ms, with a total of 400 chunks acquired for each
SHARPER spectrum. Whilst signal intensity was lower for the
SHARPER experiments than for the standard pulse-acquire
sequence, signal-to-noise ratio was improved by eight times and
line widths reduced from 30 Hz to 2.8 Hz, resulting in less scatter
between reaction time points.

This Case Study shows how the SHARPER and sel-SHARPER
experiments are powerful additions to the reaction monitoring
toolkit, removing hetero- and homonuclear coupling along with
the effects of poor magnetic homogeneity, producing sharp singlet
peaks with increased signal-to-noise. Using these pulse sequences,
kinetic information can be obtained for challenging reactions
where signal intensity is reduced by coupling or due to highly
inhomogeneous biphasic conditions.

6.9. Case study 9: Base-free enantioselective C(1)-ammonium enolate
catalysis exploiting aryloxides: A synthetic and mechanistic study
[342]

Techniques: In situ continuous; In situ; 19F NMR; Kinetics by
VTNA; Isotopes/KIEs and EIEs



Fig. 44. sel-SHARPER spectra (2 scans per spectrum, 128 acquisition chunks, 8.5 ms
chunk time) for the fluorine atom highlighted in bold for 1,3,4-trifluorophenyl
boronic acid (58; left), the corresponding boronate anion (102; middle), and 1,3,4-
trifluorobenzene (103; right) during the course of the protodeboronation reaction
with KOH.
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In a recent study, Smith and collaborators employed variable
time normalised analysis (VTNA, Section 4.3.6.2), developed by
Burés, to elucidate mechanistic information regarding the base-
free enantioselective Michael addition of an ester (104) to vinyl
bis-sulfones (105) via a C(1)-ammonium enolate (Scheme 22).

The VTNA analysis involved seven experiments, in which there
was an increase or decrease in one reagent or product concentra-
tion, which allowed them to probe their mechanistic hypothesis,
including product inhibition, without requiring any further exper-
iments. The method of analysis was in situ 19F{1H} NMR, employing
1,3-difluorobenzene as an internal standard. Their original system
(Scheme 22) was hard to analyse by 1H NMR due to overlapping
signals. Thus, the 19F-labelled ester, vinyl bis-sulfone and
organocatalyst were synthesised, Scheme 23, allowing easy quan-
tification of all species via their distinct 19F{1H} signals. The cata-
lyst loading was increased from 5 mol% to 20 mol% to reduce
reaction time from 24 h to 3 h, reducing the time period required
on the spectrometer.

Individual stock solutions of vinyl bis-sulfone (108), the fluorine
tagged ester (109), organocatalyst (110) and 1,3-difluorobenzene,
were prepared, allowing accurate assembly of the reaction in situ
at the required concentrations without the need to measure small
quantities of reagents. Next, they charged the required volumes of
solution of 108, 109, 1,3-difluorobenzene and CD2Cl2 into an NMR
tube, submitted it to the NMR spectrometer, locked the sample to
CD2Cl2, shimmed, and acquired their initial 19F{1H} spectrum. The
sample was then ejected, and the reaction initiated by charging
organocatalyst 110 to the tube, followed by vigorous shaking to
dissolve the solid and mix the resulting solution thoroughly. After
resubmitting, locking, and shimming, spectra were recorded, tak-
ing note of the dead time between initiation and recording of the
first spectrum, which was then taken into account in the VTNA
Scheme 22. Conditions for the base-free enantioselective Michael addition of an
ester to vinyl bis-sulfone.
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for which time, t, is included in the x-axis formula. Then by plotting
a normalised time axis plot of [111] vs R[109]a[108]b[110]cDt and
taking the first ten values they were able to obtain the order with
respect to each species (a, b, c = 1) and kobs from a linearized plot.

To conclude the study an inverse secondary isotope effect was
determined, using two techniques, namely competition and paral-
lel reactions, to analyse [2H1]-108. For both techniques the same
general procedure was followed as described for the in situ analy-
sis. For the competition experiment a 50:50 mixture of [2H1]-108
and 108 was co-reacted. As these two species have clearly defined
isotopically shifted signals in the 19F{1H} spectrum, this allowed for
the relative consumption of each starting material to be followed
during the reaction. This data could then be used to determine
kH/kD = 0.88, an inverse SKIE, supporting a mechanism in which
the Michael addition (and resulting change in hybridisation at
the labelled carbon) is the turnover-limiting step. The parallel reac-
tion technique required two separate reactions to be carried out in
two NMR tubes, one with the deuteriated vinyl bis-sulfone and one
with the non-deuteriated. The same in situ VTNA analysis was per-
formed and the resulting kH/kD value of 0.89 agreed well with the
previous result.

This study highlights how much information can be obtained
through VTNA. Smith and collaborators were able to obtain the
reaction order and information about catalyst inhibition, and eluci-
date information regarding the turnover-limiting step, all from a
few well-considered in situ 19F NMR experiments. By utilising 19F
NMR they could study a system which had a complex 1H spectrum,
but a simpler and readily integrated 19F spectrum, thus highlight-
ing one of the main reasons researchers turn to 19F NMR. Whilst
VTNA cannot be used alone to determine the full kinetics, it does
powerfully complement other tools for investigating mechanism.

6.10. Case study 10: Aryl trifluoroborates in Suzuki–Miyaura
coupling: The roles of endogenous aryl boronic acid and fluoride [25]

Techniques: Ex situ sampling; In situ continuous; 19F NMR; 10,11B
NMR; Equilibrium kinetics; Kinetic Simulation; EXSY; Titration; Iso-
tope tracking, Shifts, Entrainment.

Some while ago, the Lloyd-Jones group set out to elucidate why
aryl trifluoroborates can be more efficient than aryl boronic acids
when employed in the Suzuki-Miyaura cross-coupling reaction.
To study the system they chose the reaction between 4-
fluorophenyltrifluoroborate (112) and 1,3-bis(trifluoromethyl)-5-
bromobenzene (113; Scheme 24).

Following optimisation of the solvent, base, and reaction condi-
tions, the mechanistic investigation began with a series of 19F and
11B NMR base titrations. Thus trifluoroborate 112, or the corre-
sponding boronic acid 35, was dissolved in THF/D2O, and then base
added as a solid, in increments of 0.5 equivalents up to a total of 4.
Approximately 5 min after each addition of base, an aliquot of the
solution was taken and analysed by 19F and 11B NMR. The resulting
spectra showed that the trifluoroborate 112 was hydrolysed to the
boronic acid 35 as more base was added, and that 35 was in equi-
librium with aryl boronate 115 which then underwent protode-
boronation (see Case Study 1) to give fluorobenzene (1)
(Scheme 25).

The rapid equilibrium between the boronic acid and the boro-
nate (35 and 115) resulted in a time-averaged 19F NMR chemical
shift and by plotting the change in chemical shift (DdF) relative
to pure 35 versus the concentration of base added, it was possible
to determine the speciation (35 versus 115).

An interesting result from this study was the observation that
when the solvent was 10/1 (v/v) THF/D2O the protodeboronation
to generate 1 was suppressed. This was further studied by analys-
ing the change in chemical shift of the boronic acid 35 relative to
the fluorobenzene (1) by 19F NMR. Aliquots of a stock solution of



Scheme 23. Fluorine tagged system developed by Smith and co-workers to allow for the study of the reaction in Scheme 22 by 19F NMR.
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the aryl boronate 115, generated in situ from trifluoroborate 112
and potassium carbonate in D2O were diluted with THF:D2O in var-
ious ratios, then analysed by 19F NMR after 15 min. In solutions in
10/1 (v/v) THF/D2O no protodeboronation product was detected,
even after 12 days, but for 5/1 (v/v) THF/D2O protodeboronation
was detected. The results indicated that the trifluoroborate 112
participates in a hydrolytic equilibrium with the boronic acid 35,
and that the extent of equilibration can be reduced by lowering
the concentration of the water, ultimately resulting in suppression
of the protodeboronation.

At higher water concentrations, an intermediate, tentatively
assigned as the mixed species [ArBF2(OD)]�K+ (117), was detected
by 19F NMR. To understand the processes generating and consum-
ing this species, trifluoroborate 112 and potassium carbonate were
dissolved in 1/10 (v/v) THF/water and transferred to an NMR tube,
and 2D 19F EXSY experiments (Section 4.4.1.2) were performed.
The resulting 2D spectrum showed exchange between the [ArBF2(-
OD)]�K+ (117), the aryl boronate 116, and KF (Fig. 45), i.e. in rapid
equilibrium.

Further experimental and computational work indicated that
the more fluorine atoms coordinated to the boron in the [ArBF3-n-
(OH)

n
]� species, the higher the barrier to transmetallation of the Ar

group to Pd in the Suzuki-Miyaura coupling. It was therefore con-
cluded that ArB(OH)2 (35) or [ArB(OH)3]� (115) are the most active
species for the transmetallation, even though present in very low
concentrations. To test this experimentally an isotope entrainment
study (section 5.4) was conducted, using an in situ 19F NMR proto-
col. Thus, samples of d0-112 and d4-35were dissolved in 10/1 (v/v)
THF/D2O in varying ratios, followed by Cs2CO3, bromoarene (113)
and benzotrifluoride (internal standard). After addition of the pal-
ladium catalyst, at 0 �C, an aliquot was taken and delivered to a
5 mm O.D. J Young valve NMR tube. To initiate the reaction the
Scheme 24. Suzuki-Miyaura cross-coupling reaction between aryl potassium
trifluoroborate (112) and an aryl bromide (113).

Scheme 25. Aryltrifluoroborate hydrolysis to aryl boronic acid, aryl boronate, and
finally fluorobenzene via protodeboronation.
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NMR tube was agitated in a water bath at 55 �C, after which it
was loaded into the preheated (at 55 �C) probe in the NMR spec-
trometer and spectra recorded every 100 s for the first 1000 s,
every 200 s for the next 1000 s, and every 600 s for the remainder
of the reaction. The spectra were analysed, and each peak inte-
grated to generate temporal concentration data, as well as isotope
distributions. Plots of isotope distribution in the biaryl product (d4/
d0-114) as a function of conversion of aryl showed that the Suzuki-
Miyaura cross-coupling proceeded in parallel with the establish-
ment of the equilibrium between aryltrifluoroborate 112 and aryl
boronic acid 35, with the cross-coupling product being predomi-
nantly d4-114. The data conclusively showed that the most reac-
tive transmetallating species was derived from the aryl boronic
acid d4-35, not the aryltrifluoroborate d0-112.

The same in situ 19F NMR protocol was used to compare reac-
tions using solely the aryltrifluoroborate 112 versus the aryl boro-
nic acid 35, and confirmed that the latter results in faster Suzuki-
Miyaura coupling than the trifluoroborate, but generates more
unwanted side reactions. Maintaining a low concentration of the
aryl boronic acid/boronate (35/115) via slow hydrolytic release
from the aryltrifluoroborate 112 is one of the major reasons why
the overall Suzuki-Miyaura coupling is more efficient using 112.

This Case Study shows how use of a variety of NMR techniques
including 19F EXSY, in situ 19F monitoring and titration experi-
ments, allowed key mechanistic information regarding the reac-
tions of aryl trifluoroborates to be elicited. The study highlights
Fig. 45. Exchange between aryl difluoroborate, 117 and aryl boronate 116 + KF,
detected by 19F EXSY (s = 40 ms).



Scheme 26. Reversible hydration of fumarate to L-malate, catalysed by the
fumarase (fumerate hydratase) enzyme.
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once again the advantages of 19F NMR, bringing both high sensitiv-
ity and wide chemical shift dispersion, and allowing ready analysis
and quantification of in situ NMR spectra.

6.11. Case study 11: Sub-minute kinetics of human red cell fumarase:
1H spin-echo NMR spectroscopy and 13C rapid-dissolution dynamic
nuclear polarization [343]

Techniques: In situ continuous; Hyperpolarisation; 1H NMR; 13C
NMR; Relaxation (T1, T2); Equilibrium Kinetics; Steady state Kinetics;
Isotope S/N enhancement.

Enzymatic reactions are ubiquitous in nature, yet they are very
challenging to study by NMR spectroscopy due to the micromolar
concentrations of reaction species in in vivo samples, combined
with the high reaction rate of many enzymatic reactions. 1H
NMR spectroscopy would require an unreasonably large number
of scans to acquire sufficient signal-to-noise ratio, which is not
practical for reactions that are completed in under a minute. For
reactions performed in vitro with whole cells or cell extracts, other
species in the sample result in complex spectra, often with very
broad lines due to the presence of paramagnetic species. As a
result, many enzymatic reactions are studied in isolation or under
pseudo-equilibrium conditions with high concentrations of
substrate.

A recent study by Shishmarev and collaborators aimed to study
the reversible hydration of fumarate to L-malate, catalysed by the
fumarase (fumarate hydratase) enzyme in red blood cell hemoly-
sate, prior to the establishment of equilibrium kinetics
(Scheme 26). In addition to monitoring the reaction with 1H
spin-echo experiments, the use of rapid dissolution Dynamic
Nuclear Polarisation (DNP) to increase the signal-to-noise ratio
was investigated.

Initial studies were carried out using hemolysate extracted
from human red blood cells, which was bubbled with carbon
monoxide prior to measurement to ensure that all haemoglobin
was stabilised in the diamagnetic Fe(II) form. Following thermal
pre-equilibration of the hemolysate at 37 �C in the NMR spectrom-
eter, a solution of sodium fumarate in phosphate-buffered saline
(PBS) was injected through a thermostatically controlled mixer.
The reaction was monitored by single scan 1H spin-echo spectra
for two different concentrations of fumarate, with spectra acquired
every 5 s for 20 min. The spin-echo pulse sequence was chosen to
minimise line broadening caused by inhomogeneous magnetic
fields in the hemolysate.

Due to the value chosen for the spin-echo delay, modulations
caused by spin–spin coupling meant that both malate CH2 peaks
had negative intensities and required inversion before kinetic anal-
ysis. The concentrations of fumarate and malate were calculated
from the two equivalent CHs in fumarate and the two CH2 protons
in malate. As no internal standard was employed, the concentra-
tions at each time point were calculated with reference to the ini-
tial concentration of fumarate so that total mass balance was
maintained over the course of the reaction, and in this way, was
not impacted by the signal loss from decaying net DNP in enhanced
experiments.

The resulting time-course data was fitted using the Michaelis-
Menten model for enzyme kinetics with product inhibition, where

VFum
max and VMal

max are the forward and reverse velocities and KFum
m and

KMal
m are the Michaelis constants for fumarate and malate

respectively:

d Fum½ �
dt

¼ �k1 Fum½ � þ k�1 Mal½ �

d½Mal�
dt

¼ k1½Fum� � k�1½Mal�
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k1 ¼ VFum
max

KFum
m 1þ Mal½ �

KMal
m

� �
þ ½Fum�

k�1 ¼ VMal
max

KMal
m 1þ Fum½ �

KFum
m

� �
þ ½Mal�

Both Michaelis constants, KFum
m and KMal

m , were found to have val-
ues in the micromolar range, below the sensitivity level of the NMR
experiment, preventing the values from being accurately deter-
mined. Values for both forward and reverse reactions were calcu-
lated using literature values for Km. Repeating the experiment
with whole red blood cells showed no reaction until a surfactant
was added to break down the cell wall, after which the reaction
proceeded as before.

Having established that the time scale of the reaction was suit-
able for study by DNP, the same experiment was repeated using
hyperpolarised [1,4-13C]-fumarate. Hyperpolarised fumarate was
generated by dissolving [1,4-13C]-fumaric acid in DMSO-d6 along
with a trityl radical and a gadolinium chelate. Irradiating this sam-
ple with microwaves at 1.2 K for 1.5 h produced a sample of hyper-
polarised fumarate which was rapidly dissolved in PBS buffer and
immediately used in the experiment. Kinetic time-courses were
recorded using single scan 13C pulse-acquire spectra with a pulse
flip angle of 4�. Using a very low pulse flip angle allowed small
amounts of the hyperpolarised signal to be sampled every 1 s for
a total of 256 spectra, with no need for a relaxation delay between
spectra. The signal-to-noise ratio was significantly improved, with
much less scatter in the data than for the thermally polarised 1H
spin-echo experiments.

As the hyperpolarised signal is non-renewable, the total signal
decayed over the course of the reaction due to sampling and relax-
ation processes, becoming indistinguishable from noise after 120 s,
Fig. 46. The maximum signal for malate was observed at tmax = 20 s.
The kinetic equations were therefore more complicated than for
the 1H spectra, since in addition to the reversible chemical kinetics
an irreversible T1 relaxation term was required. It is important to
note that whilst signal was only observed from the hyperpolarised
species (indicated with an asterisk), non-hyperpolarised species
were also present in the reaction and contributed to the kinetic
equilibrium. The data was fitted using these equations with a par-
tially constrained Markov chain Monte Carlo method, combined
with parameter sensitivity analysis to estimate errors. Each mea-
surement of the spectrum reduces the available polarization by a
factor equal to the cosine of the pulse flip angle, therefore an addi-
tional term for the pulse angle was included when fitting the
model. Because the reaction was carried out with a large excess
of substrate, the enzyme was assumed to be fully saturated for
the duration of the reaction so the estimated Michaelis constants
from the 1H experiments were used. This yielded Michaelis-
Menten parameters that were similar to those found using the
1H spin-echo method, along with T1 relaxation time constants for
both species

d Fum�½ �
dt

¼ � 1
TFum
1

½Fum�� � k1 Fum�½ � þ k�1 Mal�½ �
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This Case Study demonstrates how hyperpolarisation tech-
niques such as rapid dissolution DNP can be used to provide kinetic
information for fast reactions, with improved signal-to-noise com-
pared to 1H spectra acquired with a similar data density. The data
can be readily processed using Michaelis-Menten kinetics, modi-
fied to account for relaxation, however preparation of hyperpo-
larised samples requires specialist knowledge and equipment.

6.12. Case study 12: Glycosylation intermediates studied using low
temperature 1H- and 19F-DOSY NMR: New insight into the activation
of trichloroacetimidates [344]

Techniques; 19F NMR; 1H NMR; DOSY
A recent study by Pedersen and collaborators elucidated the

intermediates in glycosylation, a key reaction in carbohydrate
chemistry, using low temperature 1H- and 19F-DOSY NMR experi-
ments. The system studied was the activation of trichloroacetimi-
Fig. 46. (a) Graphical representation of kinetic and relaxation processes occurring
in the hydration reaction of hyperpolarised fumarate to malate (asterisk indicates
hyperpolarised species) (b) Simulated time courses for fumarate and maleate based
on the equations below with the kinetic and relaxation parameters determined by
Shishmarev et al. [343].
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date (TCA) donors by three different catalysts: BF3OEt2, TMSOTf
and TMSNTf2 (Scheme 27). Despite recent advances in the use of
NMR to probe the mechanism of glycosylation, deconvolution of
the complex spectra obtained to identify intermediates remained
a challenge. DOSY-NMR measurement (Section 4.6) of molecular
diffusion, which is dependent on the shape, size and interaction
with other species, was used to resolve the various species in the
reaction mixture. Furthermore, as most catalysts used in the glyco-
sylation are fluorinated, both 19F- and 1H-DOSY were used to deter-
mine which structures were catalyst bound (19F-active) or
unbound (19F-silent).

TCA donor 121 was dissolved in CD2Cl2 (0.4 M), along with an
internal reference compound 1,3,5-tris-(trifluoromethyl)-benzene,
which was utilised for both the 1H- and 19F-DOSY experiments. To
this was added the catalyst to be studied. DOSY analysis of the cat-
alyst in the absence of 121 was also conducted, to ensure that no
aggregation occurred at low temperatures which would affect
the measurements.

From initial observations with BF3OEt2 and TMSOTf, it was
identified that the mechanism of activation was dependent on
the catalyst and the counter-ion. Despite the near-equal sizes of
the donor and the product, and thus poorly-resolved DOSY signals,
comparison of the 1H- and 19F-DOSY spectra allowed for identifica-
tion of the intermediates with fluorine-containing catalyst
attached. These were identified as glucosyl fluorides and triflates
for the BF3OEt2 and TMSOTf catalysts respectively. In contrast,
the third catalyst, TMSNTf2, was found by 19F-DOSY to transfer
the TMS group to 121. Whilst DOSY does not provide structural
detail, once the activated complex had been identified, detailed
analysis, by 1H NMR, 19F NMR, COSY, edHSQC, 1H-DOSY, 19F-
DOSY, NOESY and N-H-HSQC, confirmed the structure of the acti-
vated complex as 128, Scheme 28.

In the final part of the study the Mws of the intermediates were
explored, utilising the external calibration curve protocol [298], in
which only one internal standard is required. For the 1H-DOSY
analysis, six compounds ranging in Mw from 74 to 1226 (Fig. 47)
were selected, all of which were carbohydrate-based structures,
ensuring that the influence of shape and size on the diffusion
was relevant to the system under study. The diffusion for each
compound was measured individually against the 1,3,5-tris(tri
fluoromethyl)benzene internal standard. Once each data point
had been obtained, a calibration curve of log D vs log Mw was gen-
erated, with all compounds normalised to log Dref = �9.137, where
Dref is the diffusion coefficient for the internal standard. This proce-
dure was repeated for 19F-DOSY, albeit with only one fluorinated
Scheme 27. Activation of trichloroacetimidate donor 121 by three different
catalysts: BF3OEt2, TMSOTf and TMSNTf3.



Scheme 28. Formation of the activated TCA complex with Tf2NTMS.

Fig. 47. Substrates used to construct the 19F- and 1H- DOSY calibration curves.
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carbohydrate in the calibration curve due to the limited range
available, Fig. 47.

With the calibration curves in hand, the Mw for the glycosyla-
tion intermediate 128was compared with the Mw values predicted
by the 1H-DOSY and 19F-DOSY calibration curve. The former was
found to be more reliable. This is a good demonstration of the
importance of selection reference species with the correct molecu-
lar shape when interpreting diffusion coefficients: the 19F-DOSY
calibration curve was mostly generated using non-carbohydrate
structures, resulting in less accurate reference species.

This case study highlights the power of DOSY NMR when ana-
lysing complex systems: standard NMR methods resulted in
numerous overlapping peaks, making identification of intermedi-
ates very hard. By clever use of both 19F- and 1H-DOSY, the species
that were bound to the catalysts could be identified, as well as the
Mws of the intermediates. This study also highlights that DOSY had
to be used in conjunction with other NMRmethods for full elucida-
tion of the structure.

6.13. Case study 13: Kinetics and mechanism of the Arase-Hoshi
R2BH-catalyzed alkyne hydroboration: Alkenylboronate generation via
B-H/C-B metathesis [28]

Techniques: In situ continuous; 19F NMR; 1H NMR; 10,11B NMR;
Kinetics Catalyst Speciation and Simulation; Isotope Shifts, Tracking,
Entrainment, and Natural Abundance.

The Lloyd-Jones group recently investigated the mechanism of
Arase-Hoshi hydroboration, Fig. 48a, using in situ 19F and 1H
90
NMR spectroscopic monitoring of the reaction evolution. The pro-
cess involves dialkylborane-catalysed addition of dialkoxyboranes
(e.g. 136) to alkynes (e.g. 135). Having identified three species
(E-138, 139, 140) by 1H NMR that contained the catalyst-derived
Cy2B moiety, the two key questions to answer were i) which of
E-138, 139 and 140, if any, are genuine intermediates in the reac-
tion, and ii) if they are, how do they convert into the final product
(E-137), to regenerate the Cy2BH catalyst for the next cycle.

Isotope entrainment analysis (Section 4.4) provided rich detail
on the provenance and fate of E-138, 139 and 140. The aryl-d4 iso-
topologue of 133 was readily synthesised and afforded the
expected upfield isotope-shift (Dd = 0.5 ppm) in the 19F NMR spec-
trum of d4-135, relative to 135. The same upfield shift of 0.5 ppm
was reliably propagated into all intermediates, products and side-
products derived from of d4-135, as compared to those from 135. In
the key experiment, Cy2BH was synthesised in situ in a J Young
valve NMR tube by adding cyclohexene (10 lL) to 600 lL of 1,4-
dioxane/CHCl3 (100/1, v/v) followed by Me2S�BH3 (4.3 lL, 10 mol
%) under an N2 atmosphere. After closing the tube and vigorously
shaking the contents, the solution was left to age for 1 h. The spec-
trometer was prepared with the probe temperature set to 296 K,
and then shimmed (1H) and tuned (19F) without a deuterium lock
by using a dummy sample containing a solution of E-137 and 1-
fluoronaphthalene (internal standard) in the same volume of 1,4-
dioxane/CHCl3 (100/1, v/v) employed for the entrainment sample.
After ejection of the dummy sample, the reaction was then initi-
ated in the J Young valve NMR tube by adding reagent (136,
75 lL, 0.52 mmol), then 1-fluoronaphthalene (25 lL), and finally
135 (26 lL, 0.23 mmol), before sealing the tube, vigorously shaking
it to mix, and loading into the spectrometer.

A series of 19F NMR spectra were acquired over a period of
1800 s until enough 135 had been consumed to generate detect-
able quantities of the species of interest (E-137, E-138, 139, 140).
The NMR tube was then ejected from the spectrometer and d4-
135 (27 lL, 0.23 mmol) added to the tube under an N2 atmosphere.
After sealing the tube and vigorously shaking it to mix, the sample
was returned to the spectrometer and a series of 19F NMR spectra
acquired (see dashed vertical line in Fig. 48b) until the reaction was
complete.

Monitoring the reaction as it evolved allowed the following five
conclusions to be drawn, simply by analysing the ratio d4/d0 in all
detected species as a function of conversion (Fig. 48b). (i) 135
undergoes irreversible reactions. (ii) The isotope ratio in E-138
shows that it is generated from 135, and that it too only undergoes
irreversible reactions. (iii) The isotope ratio in 139 only reaches
52% d4. It is irreversibly generated from 135 and undergoes no fur-
ther reactions. (iv) The isotope ratio in the final hydroboration pro-
duct 137 begins to rise after a short but perceptible induction
period. The induction period shows that 137 is indirectly connected
to 135, via an intermediate (E-138). (v) Diboryl intermediate 140
only accumulates d4-isotope in the final stage of reaction, showing
that 140 is generated from 137, and not vice versa.

With the productive reaction sequence established as
135 ? 138 ? 137 ? 140, the step that liberates the product 137
from intermediate 138 by reaction with 136 was investigated
using isotopically labelled reagents 10B-136 and Cy2B2H. This



Fig. 48. (a) Arase-Hoshi hydroboration analysed by 19F NMR with possible
intermediates and side products (138–140); (b) Isotope entrainment of d2-135
into the catalytic cycle.

Fig. 49. (a) single turnover H/B isotopic labelling (red/blue = 10/11B; 1/2H), (b)
catalytic cycle; (c) kinetic simulation of catalyst speciation E-138, and irreversibly
generated side-products 139 and 140.
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apparently simple pair of experiments required careful design: the
reaction of 136 with 138 liberates Cy2BH, which must be trapped
(a) to avoid 2H/1H exchange with 136, and (b) to avoid consump-
tion of 137 to generate 140. Again, in situ NMR analysis, this time
by 10B, 11B, and 1H, proved highly effective in allowing analysis
of single ’turnover’ of the catalyst in the presence of 1-pentyne
as a scavenger for Cy2BH. The very high 10B incorporation (>98%)
in 137 was confirmed, Fig. 49, by 10B/11B NMR analysis using the
10B/11B natural abundance in 4-F-C6H4BF3K as an internal reference
for integration (Section 5.6).

The final piece in the jigsaw was a detailed kinetic simulation,
using numerical analysis methods (Section 4.3.5), of the kinetics
of the catalytic process, using the data obtained by in situ 19F
NMR spectroscopic monitoring. The activation barrier to the turn-
over rate-limiting step, 138 + 136 ? 137 + Cy2BH, was determined
from the simulation to be 20.3 kcal mol�1, a value in good agree-
ment with the computationally (M06L/6-311++G**) estimated bar-
rier for the metathesis process proceeding via a l-B-H-B bridged,
2-electron-3-centre bonded B-C-B intermediate (141). The kinetic
model was then tested, successfully, by prediction of the isotope
entrainment data (Fig. 48b).

This Case Study highlights the interrogative power of the iso-
tope entrainment technique. In combination with 2H and 10B label-
ling, kinetic analysis, and computational (DFT) studies of the
proposed pathways, the method was able to eliminate three mech-
anistic proposals, and provide very strong supportive evidence for
the remaining one, Fig. 49b.
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6.14. Case study 14: Analysis of auto-induction, inhibition and auto-
inhibition in a Rh-catalyzed C-C cleavage: Mechanism of decyanative
aryl-silylation [49]

Techniques: In situ periodic activation; Variable Temperature
NMR; 19F NMR; 1H NMR; 29Si NMR; 13C NMR; Kinetics Catalyst Speci-
ation and Steady State; Isotope Entrainment, Scalar Coupling,
Tracking.

The Lloyd-Jones group recently reported a detailed NMR study
of the Chatani–Tobisu reaction of nitrile 143, Fig. 50, a fascinating
example of a Rh-catalysed carbon–carbon bond cleaving reaction
process. However, finding a way to analyse the kinetics was ini-
tially challenging. The system requires heating to about 130 �C
before catalysis begins. The reaction mixture is also extremely
air-sensitive, making ex situ analysis via sampling very prone to
complete inhibition of the bulk (remaining) reaction by trace aer-
obic contaminants.

Thus, the reactionswere analysed in tightly-sealed J Young valve
NMR tubes after careful assembly of the components at ambient
temperature in the tube in a glove box. Preliminary analysis of
the kinetics determined by 19F NMR analysis in the spectrometer
at 130 �C indicated that the generation of the silylation product
(145), evolved in two distinct ways: phase I, involving catalyst acti-
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vation, then a short period of relatively fast catalytic turnover, and
phase II, a long period ofmuch slower turnover. The overall reaction
profile was then compared with a sample in a sealed NMR tube that
had undergone cycles of rapid heating to 130 �C in an oil-bath for a
set period of time and then rapid cooling in a pentane bath, with
intermittent analysis at the standard probe temperature (27 �C).
The temporal concentration profile, with the time periods at 27 �C
omitted, was near-identical to that recorded in the spectrometer
at 130 �C, Fig. 50b. Themethod of in situ periodic activation allowed
use of the cryoprobe NMR spectrometer (which in this case was
limited in temperature range from 2 �C to 80 �C) and, by cycling
between samples undergoing periodic activation, a series of reac-
tions could be analysed in parallel, thus maximising the data gener-
ated in a given period of NMR spectrometer time.

The kinetics were then investigated in detail. In a glovebox, a
series of separate J Young valve NMR tubes were charged with
400 lL from a 2.0 mL stock solution containing [Rh(COD)Cl]2
(7.75 mg, 0.016 mmol), Me3Si-SiMe3 (144, 130 lL, 0.64 mmol)
and 1-fluoronapthalene (internal standard, 40 lL) in non-
deuteriated mesitylene. To each of these NMR tubes was added a
different volume (100–200 lL) of a 1.0 mL stock solution contain-
ing 4-fluorobenzonitrile (143, 75.89 mg, 0.63 mmol) in mesitylene
(1.0 mL total volume). The NMR tube contents were further diluted
with additional mesitylene (0–100 lL) and different volumes of
Me3Si-SiMe3 (144, 0–26 lL) such that each NMR tube contained
a total volume of 600 lL. The NMR tubes were sealed, removed
from the glovebox, and then heated in parallel at 130 �C (oil bath).
At designated time points, the samples were removed from the
heat and rapidly cooled to room temperature in a pentane bath,
before analysis by 19F NMR spectroscopy, and then returned to
the oil bath at 130 �C. Standard 5 mm O.D. borosilicate NMR tubes
are remarkably resistant to the various forms of cylinder stress
caused by repeated thermal shocks like this. However, great cau-
Fig. 50. (a) Chatani-Tobisu Rh-catalysed decyanative silylation of nitrile 143 using
Me3Si-SiMe3; (b) Kinetics monitored in situ (Section 2.2.1) by 19F NMR in a sealed J
Young valve NMR tube. Comparison of data obtained by in situ periodic activation
(130 �C for 60 s, then rapidly cooled to RT and analysed at 27 �C on a 400 MHz
cryprobe) versus in situ continous monitoring (130 �C in the spectrometer, 400 MHz
BBO + Probe). The slight deviation between the datasets is caused by the sensitivity
of the reaction evolution to the length of the induction period.
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tion should be applied when using aqueous solutions due to the
expansion in volume on freezing.

All of the components in the reaction, other than Ar-SiMe3 (145),
were found to influence the overall kinetics: the aryl nitrile (143)
inhibits phase I, but accelerates phase II, the Me3Si-SiMe3 reagent
144, accelerates phase I, and phase II at low concentrations, but
becomes an inhibitor of phase II at high concentrations, and the
Me3SiCN co-product accelerates phase I, and inhibits phase II. Only
the rhodium displayed a simple kinetic first-order dependence.

By normalising the temporal concentration profiles to the initial
pre-catalyst-concentrations, it became evident that the reactions
enter phase II after three molecules of Ar-SiMe3 (145) had been
Fig. 51. (a) steady state rate analysis for kinetics in phase II in which the dominant
speciation is the active catalyst species 148 an inhibited catalyst species 147, both
identified by 1H, 13C, 15N, 19F, and 29Si NMR. (b) Partial 29Si INEPT (79 MHz) NMR
spectra of intermediate Rh species generated during phase II, initiated with 13C1-
143 (upper), 143, (middle), and 15N1-143, (lower).
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produced per rhodium atom. The absence of the Me3SiCN co-
product in the samples until the process transitions into phase II
suggested that reversible coordination of three Me3SiCN molecules
to rhodium results in an inhibited form of the catalyst (147,
Fig. 51). The rate of reaction in phase II was consistent with a
King-Altman steady-state derivation of a minimal mechanism in
which the resting state (the major speciation) of the rhodium is a
composite of complexes 148 and 147.

To explore the catalyst speciation and the structures of interme-
diates, solutions of [Rh(COD)Cl]2 (3.06 mg, 0.0062 mmol), Me3Si-
SiMe3 (144, 52 lL, 0.26 mmol), and in separate experiments, 143,
13C1-143, and 15N1-143, (15.2 mg, 0.125 mmol, in mesitylene,
0.5 mL) were mixed in a vial in the glove box, and the contents
transferred to J Young valve NMR tubes. The NMR tubes were
sealed, removed from the glove box, and heated to 130 �C for
60 min, then rapidly cooled to room temperature, before being
analysed by 13C, 15N and 29Si (Fig. 51b) NMR spectroscopy.

Careful analysis of the NMR spectra, noting that 103Rh is 100%
abundant and spin-half, allowed confirmation of the identity of
the two resting state complexes (147 and 148), as well as Me3Si13-
CN/Me3SiC15N, and in further experiments, demonstration that
their proportions are dependent on the concentrations of [Rh]TOT,
143, Me3Si-SiMe3, (144) and Me3SiCN, all consistent with the
steady-state rate analysis.

In this Case Study, despite technically challenging conditions
(130 �C, extreme air-sensitivity) the use of multinuclear (1H, 13C,
15N, 19F, and 29Si) NMR, together with isotopically labelled reac-
tants and products under conditions of in situ periodic activation,
afforded a wealth of mechanistic information on a chemical pro-
cess that previously had been optimised on the basis of empirical
screening.

6.15. Case study 15: Discovery of a photoinduced dark catalytic cycle
using in situ illumination NMR spectroscopy [102]

Techniques: in situ analysis continuous and periodic activation;
light emitting diode light source; 13C NMR; RPKA; Catalyst Speciation;
DOSY; Isotopes for tracking; Isotopes for S/N.
Scheme 29. Exo cyclisation of alkynols to cyclic enol ether
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A highly-selective photo-induced 5-exo cyclisation (Scheme 29)
of alkynols to cyclic enol ethers using an iron-carbonyl based cat-
alyst (151) was recently reported by the Merck process research
group [102]. However, initial optimisation experiments revealed
a significant reduction in product yield when the CO was allowed
to vent from the reactor, prompting a detailed mechanistic study.

As a photochemical system this reaction posed unique chal-
lenges for mechanistic study. Traditional methods of in situ moni-
toring do not allow for irradiation of sample; on the other hand, the
need for a closed system and the ability to monitor formation of
CO, as well as the chromatographic instability of the product, pre-
cluded most traditional ex situ monitoring techniques. Simply
monitoring the reaction by periodic activation would not allow
for sufficient information to distinguish several mechanistic possi-
bilities, e.g. whether photon absorption occurs on-cycle or off-cycle
in an activation process. Thus, in situ illumination NMR spec-
troscopy (as discussed in Section 2.4.2.2) was employed to probe
the reaction under constant and under variable illumination.

Initial NMR reaction monitoring under constant irradiation at
440 nm revealed the presence of an induction period in the reac-
tion kinetics, implying a catalyst activation process. When the
reaction was irradiated for 30 min and then kept in the dark whilst
continuing to monitor the reaction by NMR, it was found that the
reaction continued, but the rate decayed to almost zero over a per-
iod of hours. When irradiation was resumed, a second incubation
period was observed and the reaction reacquired its original veloc-
ity. This direct NMR observation of ‘dark reactivity’ was made pos-
sible through the use of ‘on-off’ type switchable in situ illumination
equipment, and provided very strong evidence that the role of the
light in this reaction is to activate the catalyst, not to facilitate the
catalytic cycle.

When a solution of the catalyst (151) was irradiated (in an
external photoreactor at 450 nm) and UV–Vis spectra were
recorded before and afterwards, a red-shift was observed which
implied activation by photo-induced loss of a CO ligand to form a
16-electron complex (152). In order to observe this directly in
the reaction, a 13CO labelled catalyst was prepared. This allowed
for quantitative 13C NMR monitoring of both free and Fe-bound
s catalysed by a photoactivated iron-carbonyl catalyst.
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13CO during the reaction, under constant and variable irradiation
conditions. On constant irradiation of the reaction solution, free
13CO was detected in solution, and its concentration increased over
a period of 30 min to reach a steady-state. Analogously, the signal
from Fe-bound 13CO decreased to reach a steady state. When the
irradiation was stopped, the concentration of free 13CO slowly
decreased, and that of the Fe-bound 13CO pre-catalyst recovered,
providing strong evidence for a reversible photo-induced catalyst
activation process.

The in situ illumination-NMR device was also used to directly
measure the quantum yield of the reaction using an NMR actinom-
etry technique [345]. By using a reaction of known quantum yield
(in this case the photo-oxidation of 2,4-dinitrobenzaldehyde) to
calibrate the light intensity, and by measuring the rate of product
formation at different concentrations of iron catalyst, the reaction
quantum yield was determined as 3.06. This means that, on aver-
age, one photon is responsible for approximately three turnovers
of the catalytic cycle, and provides further evidence for reversible
photoinduced catalyst activation; photoinduced catalyst turnover
would give a reaction quantum yield �1.

More conventional kinetic analyses were also performed by
NMR analysis under constant irradiation conditions, including lin-
ear free energy relationship analysis and RPKA. By way of a 13C
NMR material balance analysis, slow loss of 13CO from solution
was detected. This loss of CO, presumably through an imperfect
seal of the NMR tube, was linked to catalyst deactivation via Fe-
complex dimerization, a process that was subsequently investi-
gated by in situ illumination DOSY NMR spectroscopy.

This case study demonstrates the enormous potential of in situ
illuminationNMR spectroscopy as amechanistic tool. Not only does
it allow for many standard mechanistic analysis techniques to be
conducted on photochemical reactions, but there are several addi-
tional techniques that are able to provide the researcher with
unique information that is difficult to obtain by other routes, for
example the ability to sequentially analyse ‘light and dark’
cycles and themeasurement of the reaction quantum yield by NMR.

7. Summary and outlook

In Sections 1–6 above, we have explored a wide range of topics
relating to mechanistic investigation of organic and organometallic
reactions using NMR spectroscopy. We began in Section 1 by
reflecting on the motivations for the study of reaction mechanisms,
why NMR is so well suited to this, what spectrometers and facili-
ties are generally available to the user, and the general experimen-
tal workflows employed. In Section 2 we moved on to practical
aspects of the reaction itself: what NMR-active nuclei are inher-
ently present, or can be integrated into the process to allow mon-
itoring, what internal reference will be used, what solvent will the
reaction be conducted in, what are the physical mixing require-
ments before and during the reaction, how sensitive is the reaction
to air, moisture, light, etc., and what NMR tubes or other sample-
presentation methods are appropriate. This led to considerations
of the time-scale over which the reaction occurs, and the time
available to the user for NMR analysis: will in situ or ex situ moni-
toring be more effective in terms of data density, operator avail-
ability, and required spectrometer time? Can the reaction be
interrupted, or periodically activated, or are specialised techniques
and equipment required, such as quenched-flow, flow, stopped-
flow, rapid injection, electrochemistry, in situ illumination-NMR,
high-pressure manipulations of liquids or gasses, or hyperpolariza-
tion of nuclei?

With the reaction parameters (nuclei, solvent, temperature,
monitoring technique, environment. etc.) established, in Section 3
we considered the NMR data itself, both in terms of acquisition and
of processing. A key factor to consider is temporal resolution: how
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fast is the reaction, how many FIDs will be required for a satisfac-
tory signal-to-noise ratio, how many data points are required, and
over what time period for reliable kinetic analysis. The rate of
relaxation of the probed nuclei is a key factor in this assessment,
and it is wise to determine T1 values for the various reactants,
products, and intermediates if feasible, early on in the investiga-
tion. With these features in mind, we next considered how, for
the reaction of interest, optimisation of the acquisition parameters
on the spectrometer can lead to substantial benefit in terms of
signal-to-noise, resolution, and quantitation. Specialist techniques
such as pure shift NMR and SHARPER can allow great insight when
spectra are congested, or the magnetic field is inhomogeneous, and
spatially-selective acquisitions employing strong pulsed gradients
are sometimes advantageous when reaction rates are faster than
T1 relaxation. We also touched upon the use of 2D methods and
the tailoring of their application to reaction monitoring, in partic-
ular by non-uniform sampling, and minimising errors in extracting
quantitative data from 2D spectra. The processing of the NMR data
post-acquisition is another important aspect in getting the most
out of an experiment, and we noted the benefits of carefully
addressing processes such as phasing, base-line correction, zero-
filling, and integration, as well as spectral deconstruction, principal
component analysis, and spectral hard modelling.

Having reviewed the technical and practical aspects of the reac-
tion assembly and NMR spectroscopy/spectrometer set-up, we
transferred our attention in Sections 4 and 5 to the areas in mecha-
nistic analysiswhere NMR can be a uniquely effective tool. Section 4
focused on the principles applied in the analysis of the kinetics of
reactions, beginning by comparison of the fundamental differences
between reactions at dynamic equilibrium, which can be analysed
’at leisure’, and those that begin away from equilibrium, and for
which, once started, there is a finite window of time during which
theNMRdatamust be acquired.With theexperimental data inhand,
a variety of options for their analysis can be distinguished. For non-
equilibriumkinetics, the classic techniques of initial rates versus full
reaction evolution were evaluated, as well as the derivation of inte-
grated rate laws, and the pre-equilibrium and steady-state approx-
imations for linear andcatalytic processeswerediscussed.Graphical
and visualmethods, such as RKPAandVTNA,were also compared, as
well as the simulation of complexmechanisticmodels using numer-
ical methods. For systems at dynamic equilibrium, two distinct
approaches were distinguished. The first is where the chemically-
unperturbed process is probed, either by NMR line shape analysis,
or by selectively altering the spin polarisation equilibrium, allowing
e.g. EXSY or magnetisation transfer. The second technique is where
thechemical equilibrium is rapidlydisplacedusinganexternal stim-
ulus, e.g. light or heat, and then the relaxation kinetics are followed,
either back to the original state, or to a new thermodynamic equilib-
rium. The equilibrium can also be displaced in a sequence of small
chemical perturbations, and the changes in time-average chemical
shifts (fast exchange) or speciation (slow exchange) monitored as
an ’NMR titration’.

The use of isotopes formed the basis for Section 5. Isotopes lend
themselves perfectly to NMR experiments. Isotopes allow selective
labelling of atoms and molecules by virtue of their different NMR
properties, and with minimal chemical perturbation, yet at the
same time allow that perturbation to be measured to provide use-
ful mechanistic information in the form of kinetic isotope effects.
Thus a wide variety of experiments can be conducted, including
atom accountancy, enhanced sensitivity when S/N is low at natural
abundance, spectral simplification by eliminating signals, deter-
mining equilibrium and kinetic isotope effects, breaking symme-
try, isotope entrainment to probe reaction flux and validity of
proposed intermediates, application of isotope shifts to label by
proxy, and use of natural abundance isotopes and satellites as
internal standards.
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Finally, in Section 6 we saw in a series of ’Case Studies’ from the
published literature how selected combinations of the features dis-
cussed in Sections 1–5 can be applied to elucidate kinetic and
mechanistic details in a range of synthetic reactions and processes,
with a clear focus in this section on the practical NMR aspects of
the studies. We hope that these examples will inspire readers in
the design of newmechanistic studies to explore and develop reac-
tions of interest.

The chemical literature indicates that NMR has been the tech-
nique of choice in the majority of mechanistic studies in organic
and organometallic chemistry that have been published over the
last two to three decades. Looking forward, it is evident that con-
tinuing rapid advances in computation will continue to assist and
refine the application of NMR, predicting chemical shifts and cou-
plings and the energetic viability of proposed intermediates and
transition states. Developments in non-cryogen high-field magnets
will also bring major advances, allowing (physically) smaller spec-
trometers to be located in the chemical laboratory and interfaced
more easily with other instrumentation and reaction vessels, and
the means for more rapid and versatile chemical and physical
manipulation of samples in the probe of the spectrometer. Whilst
new techniques based on other physical and chemical properties
continue to be developed, e.g. X-ray free-electron laser methods,
we do not anticipate NMR being any less dominant in the coming
decades, unless a fundamentally new technique emerges and
becomes widely available.
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Glossary

1,2-DCE: 1,2-dichloro ethane.
Absolute Rate Ratio: method used to determine the KIE of a reaction. In this

experiment, two reactions, one containing a labelled substrate and the other an
unlabelled one, are run in parallel. Comparison of the rates allows the deter-
mination of the KIE.

Acceleration by Sharing Adjacent Polarisation (ASAP): NMR technique which utilizes
magnetisation transfer from donor protons to an acceptor proton. This allows the
acceptor proton to return more rapidly to equilibrium magnetisation, short-
ening the relaxation delay necessary for an experiment.

Acquisition (AQ): recording of the FID. The time that is taken to record data is called
the acquisition time. Sometimes the full data is not recorded in a single
acquisition period, but rather in a series of acquisition chunks (pieces).

Actinometry Technique: method which determines the quantum yield of a pho-
toreaction by using a reference chemical substance (the actinometer) which
undergoes a well-characterised reaction when exposed to specific wavelengths
of light.

Activation Energy: the minimum amount of energy needed to pass through the
transition state and result in a chemical reaction.

Ageing Loop: part of tubing in a flow chemistry reactor. It takes the reactants a
defined amount of time to pass through this tubing during which the reaction is
evolving.

Aliquot: sample of a reaction mixture.
Analogue to Digital Converter: device which transforms a measured signal, like

voltage (NMR signal), to a binary number.
Apodisation: multiplication of the FID with a mathematical weighting function.

Used to increase the signal-to-noise ratio or resolution, and avoid sinc wiggles.
Arrhenius Equation: mathematical correlation between the temperature and the

rate constant. It is closely related to the Eyring equation.
Autocatalysis: when a reaction is catalysed by the product of the same reaction.
Autooxidation: oxidation of a molecule catalysed by its oxidised form. A type of

autocatalysis.
Backwards Linear Prediction: mathematical method used to reconstruct the first

data points of an FID by extrapolation.
Bandwidth (Pulse): range of frequencies which is excited by a pulse.
Baseline Correction: process of flattening a spectral baseline by applying mathe-

matical operations.
BBO Probe: double resonance broad band NMR probe, optimised for X nucleus

detection.
Benchtop NMR: compact low field NMR spectrometer. It contains magnets which do

not require cryogenic cooling. Usually has a lower signal-to-noise ratio than
cryogenic magnets.

Bigeleisen-Wolfsberg equation: mathematical equation which expresses the corre-
lation between the substrate (or product) isotope ratio, the reaction progress
(Fractional Conversion, F) and the KIE.

Bilinear Rotational Decoupling (BIRD): pulse sequence element used to discrimi-
nate 13C-bound protons from those bound to 12C, for example in pure shift
NMR.

Briggs-Haldane Rate Expression: mathematical model for steady state kinetics using
the microscopic rate constants, without assumption of rapid pre-equilibria.

Calibration Factor: multiplication constant used to normalise data to a known ref-
erence sample.

Charge Transfer (Electrochemistry): transfer of electrical charge within a solution.
Chemical Environment: surrounding atoms, interactions, charges, and electron

density around a nucleus.
Chemical Shift: difference in the resonance frequency relative to a reference nuclear

environment at a given magnetic field. The chemical shift depends strongly on
the chemical environment of the observed nucleus.

Chemically-Different: having different interactions with the surrounding atoms,
different types of neighbouring atoms or different electron density on the sur-
rounding nuclei or even the observed nucleus.

Chirp Pulse: a smoothed rectangular pulse during which the excitation frequency is
changed in a linear manner (swept).

Chirped, Ordered Pulses for Ultra-broadband Spectroscopy (CHORUS): NMR experi-
ment, which utilizes chirp pulses to excite nuclei over a larger bandwidth than
102
normal 90� pulses do. This approach allows reliable NMR quantification of
signals over a wide frequency range.

Coalescence: merging of two NMR peaks caused by rapid exchange processes
(chemical, conformational, configurational etc.).

Coalescence Lifetime: exchange time constant at which two peaks stop becoming
distinguishable from each other.

Coalescence Point: conditions under which the dip between two overlapping peaks
just disappears.

Coaxial Insert: NMR tube insert which includes a coaxial capillary. This device
allows measurement of an external standard separated from the sample
solution.

Compact Spheres (DOSY): approximation in molecular geometry where molecules
are described as spheres.

Competitive Equilibrium: coupled system of two equilibrium reactions, for example
binding of a catalyst with two competing substrates.

Continuous Flow: NMR flow system in which a fraction of the reaction mixture is
pumped into the NMR spectrometer, measured, and pumped back in the reac-
tion vessel.

Convective Flow: movement of molecules or particles in solution driven by tem-
perature gradients. Horizontal gradients give rise to Hadley convection while
vertical gradients give rise to Rayleigh-Bénard convection.

Cooperative Equilibrium: system of sequential equilibria in which disturbances in
one equilibrium affect the positions of others.

Correlated Spectroscopy (COSY): 2D NMR experiment used to observe short-range
(2–5 bond) through-bond coupling between nuclei of the same type (usually
1H–1H).

Coupling Constant: magnitude in Hz of the J-coupling interaction with neighbouring
spins. The larger the constant the stronger the interaction. Coupling constants
may be measured from the distance between peaks in the coupling patterns for
both coupled nuclei.

CPU: central processing unit.
Cross-Peak: signal in a 2D NMR spectra which correlates the two nuclei, for example

through scalar coupling or exchange of magnetization.
Crossover Experiment: reaction set-up containing a doubly-labelled and an unla-

belled form of the same substrate. The distribution and location of the labelled
atoms in the product is then analysed to probe for intermolecular processes in
which the substrate is fragmented between products.

Cryoprobe: NMR spectrometer hardware that transmits pulses and detects the
resulting FID of the sample. In contrast to normal probes, cryoprobe coils are
cooled by liquid helium or nitrogen resulting in higher signal-to-noise ratio.

dx: prefix indicating the number of deuterium atoms in a molecule.
Dead Time: time period between the start of the reaction and the acquisition of the

first NMR spectrum.
Decoupling: suppression of splittings due to J-coupling between nuclei.
Density Functional Theory (DFT): quantum mechanical method to calculate the

electronic structure of a molecule.
DEPT-55: a modification of Distortionless Enhancement by Polarization Transfer

(DEPT) using a proton pulse flip angle of 55� instead of the classical 45�, 90� or
135�. Useful for measurement of 13C KIEs by the Singleton Method.

Destruction of Interfering Satellites by Perfect Echo Low-Pass Filtration (DISPEL): NMR
experiment which supresses 13C satellites in 1H spectra by use of a special pulse
sequence. This method facilitates the identification of minor impurities that
would otherwise overlap with major product satellite peaks.

Differentially-Relaxed Spins: state in which the spins have not had sufficient time to
return to magnetic equilibrium between scans. This leads to errors in the
integral as different spins will have relaxed by different amounts according to
their individual T1 values.

Diffusion Coefficient (Self-Diffusion Coefficient): temperature-dependent constant
which governs the random movement of particles or molecules in solution
without a chemical potential gradient.

Diffusion-Ordered Spectroscopy (DOSY): 2D NMR experiment which plots 1H NMR on
one axis and the translational self-diffusion coefficient (DT) in the other. Since
diffusion is dependent on the sizes and charges of molecules or particles, this
experiment can be used to estimate molecular weight, and to detect associa-
tion, ion pairing etc. between species.

DIPEA: N,N-Diisopropylethylamine.
Dissipated Sphere/Ellipsoid (DSE): less tightly packed molecular geometry with an

elongated main axis.
Distortionless Enhancement by Polarization Transfer (DEPT): NMR experiment which

makes use of coherence transfer to enhance the signal of a low sensitivity
nucleus such as 13C. Changing the pulse angle results in differentiation in sign
between the signals of CH, CH2 and CH3 groups.

DMAC: dimethylacetamide.
Drift (Magnet): change of the magnetic field over time, that can result in signal

broadening or artefacts in spectra. NMR spectroscopy generally uses deuteri-
ated solvents as a lock reference in combination with a field-frequency lock to
maintain a stable magnetic field strength.

Dwell Time (DW): time between two FID data points.
Dynamic Equilibrium: conditions in which forward and backwards rates are the

same and the concentrations of all species are constant.

https://doi.org/10.1002/anie.201908627
https://doi.org/10.1002/nbm.3870
https://doi.org/10.1039/C6CC05272J
https://doi.org/10.1021/acs.orglett.8b00391
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Dynamic Nuclear Polarisation (DNP): NMR experiment which utilizes magnetisation
transfer from unpaired electrons of a radical to nuclear spins resulting in signal
enhancement.

Dynamic viscosity (g): measure of the resistance to flow of a fluid.
EDA: ethyl diazoacetate.
edHSQC (DEPT-edited HSQC): HSQC spectrum using DEPT editing where the sign of a

peak depends on the number of protons attached to the relevant carbon (see
DEPT and HSQC)

Effective Density (qeff): empirical molecular density in the SEGWE model for the
dependence of the diffusion coefficient on molecular weight.

End-Point Experiment: reaction using either a large excess of labelled substrates or
intermolecular competition to determine the KIE. These experiments are
alternatives to other kinetic experiments which do not run to full completion.

End-Point Ratio: ratio between two species at the completion of a reaction, for
example of isotopologues.

Equilibrium Isotope Effect: difference in the equilibrium constants of reactions
involving isotopologues or isotopomeric substrates.

Ernst Angle: optimised pulse angle that gives the highest signal to noise ratio for a
given repetition rate in a simple one-pulse 1D NMR acquisition.

Ex Situ: latin phrase (lit. ‘[away] from the site’). In the context of NMR sampling
methods it means that the reaction is set up outside the NMR spectrometer and
only aliquots of the reaction are analysed.

Exchange Spectroscopy (EXSY): 2D NMR method using magnetisation transfer to
detect chemical exchange.

Extended Disc: approximation in molecular geometry where molecules are
described as discs.

External Calibration (DOSY): measurement of the diffusion reference compounds in
one sample for use in interpreting diffusion coefficients in another.

External Lock: lock reference physically separated from the sample of interest (e.g. in
a concentric capillary).

External Standard: reference substance which is physically separated from the
sample (e.g. in a capillary), as opposed to an internal reference which is in the
solution being analysed.

External Stimulus: excitation trigger which comes from outside of the reaction
mixture (e.g. heat or light).

Eyring Equation: mathematical correlation between the temperature and the reac-
tion rate constant. It is closely related to the Arrhenius equation, but applies to
single elementary steps.

FEP: fluorinated ethylene propylene.
Flip Angle: see pulse flip angle.
Flow Cell: modified NMR tube which is used inside the probe of a spectrometer. It is

connected to a reaction vessel by a flow system which pumps the solution into
and out of the flow cell, in a continuous or stopped flow manner.

Flow NMR: experiments using a flow system to analyse a sample within the
spectrometer.

Flow Rate: volume of a solution passed per unit of time.
Flow System: apparatus for transporting a reaction mixture through tubing.
Fourier Transformation (FT): mathematical operation which converts a function of

time into a frequency spectrum or vice versa.
Fractional Conversion (F): ratio of the concentration of product at a certain time to

that of the substrate concentration initially present at the beginning of the
reaction.

Free Energy of Activation: see activation energy; difference in Gibbs energy between
reactants and transition state in the model used for the Eyring equation.

Free Induction Decay (FID): signal detected by the spectrometer after an excitation
pulse or pulse sequence.

Frequency-Domain Base Line Correction: subtraction of a function which fits the
baseline of a spectrum.

Geminal (gem): two identical groups are located on the same atom.
Gierer-Wirtz Expression: mathematical correction to the Stokes-Einstein equation to

allow for the relative sizes of solute and solvent molecules.
Globally-Optimised, Alternating-Phase, Rectangular Pulses (GARP): method for

heteronuclear broadband decoupling.
Gyromagnetic Ratio (c): physical property of a nucleus which describes the strength

of the magnetic field produced by the spin of that nucleus.
Hadley Convection: flow resulting from horizontal temperature gradients in a fluid.
Hammett Linear Free Energy Analysis: correlation of reaction rate with substituents

in a series of analogous molecules.
Headspace: volume above the solution in a closed system.
Heavy Atom KIE: difference in rate observed after the substitution of a nucleus (not

H) with a different isotope, e.g. 13C for 12C.
Henderson-Hasselbalch Equation: equation relating pH, pKaH and the fractional

ionisation of an acid.
Heteronuclear Decoupling: method utilising a pulse sequence to suppress the effects

of coupling between spins of different elements.
Heteronuclear Multiple Bond Correlation (HMBC): 2D NMR experiment which has a

1H-spectrum on one axis and a heteronuclear spectrum on the other. The
experiment is based on the J-coupling between the proton spins and the
heteronuclear spins over multiple bonds.
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Heteronuclear Overhauser Enhancement Spectroscopy (HOESY): 2D NMR experiment
which has a 1H-spectrum on one axis and a heteronuclear spectrum on the
other. The experiment is based on through-space magnetisation transfer
between a proton spin and a heteroatom spin via the nuclear Overhauser effect
(NOE).

Heteronuclear Single Quantum Coherence (HSQC): 2D NMR experiment which has a
1H-spectrum on one axis and a heteronuclear spectrum on the other. The
experiment is based on the J-coupling between protons and heteronuclear spins
connected by one bond.

Homotopic: description for two identical groups which, if one of them were to be
substituted, would not produce a chiral compound. Groups that are homotopic
have identical chemical shifts to one another.

Hyperpolarisation: technique which artificially greatly increases the population
difference between spin states. Such alterations can be induced by microwave
irradiation of free radicals, illumination of noble gases, or reaction with para-
hydrogen.

Illumination NMR Spectroscopy: analysis of a reaction utilizing a setup which irra-
diates the sample with UV–vis light within the NMR probe.

In Operando: Latin phrase (lit. ‘operationally’). In the context of NMR monitoring it
means that the reaction is analysed while it is taking place.

In Situ: Latin phrase (lit. ‘in the original place’). In the context of NMR sampling
methods or monitoring it means that the reaction is run in an NMR tube, or in a
flow cell inside the probe of the NMR spectrometer.

Incredible Natural Abundance Double Quantum Transfer Experiment (INADEQUATE):
NMR experiment used to suppress signals from species lacking homonuclear
coupling, for example to analyse one-bond couplings between rare nuclei (e.g.
13C) at natural abundance.

Induction Period: initial phase of a reaction in which reaction is occurring, but little
product is formed; usually indicative of a pre-activation or de-inhibition
process.

In-Flow Effect: reduced signal intensities and distorted quantification arising from
the incomplete pre-magnetisation in experiments using flow cells. The effect
depends strongly on T1; its counterpart is the out-flow effect.

Initial Rate: reaction rate in the very early stages of a reaction.
Insensitive Nuclei Enhanced by Polarisation Transfer (INEPT): method to transfer

coherence between nuclei of different types via J-coupling, for example to
enhance the signal intensity of a heteronucleus.

Interleaved (Sampling Method): pseudo real-time approach using repetitions of a
given experiment in order to allow sampling at closer intervals.

Interleaving Process (In Situ Method): alternating between two or more different
NMR experiments during a single reaction.

Internal Calibration: measurement of signals of a reference compound or com-
pounds and species of interest in a single solution.

Internal Reference: stable compound that is in the same solution as the substrate of
interest, and against which the chemical shift can be calibrated.

Internal Standard: stable compound of known concentration which is in the same
solution as the species of interest. Comparison of signal integrals to that of the
internal standard allows quantification.

Interrupted Flow: a quench-flow analysis technique in which flow is temporarily
stopped to allow the reaction to ’age’ (proceed for a certain amount of time)
before flow is re-initiated for the quench.

Interscan Delay Time: time between the end of one acquisition and the beginning of
the next.

Inverse-Gated Decoupling: method in which decoupling is only applied during the
acquisition of the FID.

Inverse Kinetic Isotope Effect (iKIE): enhancement in rate when a nucleus is replaced
by a heavier isotope.

Inversion Recovery: experiment utilizing a 180� pulse, followed by a variable delay
and a 90� pulse. Used to measure the longitudinal relaxation time constant (T1).

Inverted Signal: negative signal in the NMR spectrum.
Isodesmic Process: reaction in which all bonds broken are of the same type as those

formed.
Isotope Enrichment: artificial enhancement of the isotopic ratio in a chemical

compound.
Isotope Entrainment: experiment in which an isotopically-labelled species (e.g.

product, substrate, intermediate) is added to a running reaction and the label
redistribution in substrate, all intermediates (including catalysts) and prod-
ucts is monitored. The experiment reveals whether intermediates are on-
pathway or off-pathway, and whether they are formed reversibly or
irreversibly.

Isotopic Exchange: chemical reaction which substitutes an atom with its isotope.
Isotopic Scrambling: the deliberate, or unintended, exchange of isotopes within or

between molecules or with the solvent.
Isotopic Shifts: changes in chemical shift due to the structural proximity of an

isotope.
Isotopic Substitution Experiment: analysis of a reaction performed with labelled

substrate. Such reactions can be used to reveal the behaviour of intermediates,
determine the position of an equilibrium, or simply enhance the signal-to-noise
ratio.
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Isotopologue: identical compound but containing a different number of isotopes;
e.g. 1-[13C1]-acetic acid versus 1,2-[13C2]-acetic acid.

Isotopomer: identical compound but with isotopes in different locations (position
or stereochemistry) within the molecule; e.g. 1-[13C1]-acetic acid versus 2-
[13C1]-acetic acid.

J-coupling: also called scalar coupling. Magnetic interaction between neighbouring
nuclear spins, transmitted via intervening bonds and resulting in a splitting
pattern in the NMR spectrum.

J Young valve: PTFE/glass screw-thread closure which reliably seals an NMR tube,
protecting the contents from the atmosphere and vice versa.

Kinetic Isotope Effect (KIE): difference in rate observed after the substitution of a
nucleus with its isotope. Provides valuable information about a mechanism and
its turnover or rate-determining steps.

Kinetic Modelling: fitting experimental data with a mathematical function, or
numerical methods, allowing further understanding of ongoing processes and
dependencies (e.g. reaction orders or likely pathways).

King-Altman Steady-State Derivation: graphical method for derivation of steady-
state rate equations for catalytic cycles.

KOPiv: potassium pivalate.
Laminar Flow: flow that comprises parallel streams of a liquid without lateral

mixing or turbulence.
Larmor Frequency: frequency at which a nucleus precesses at a given magnetic field

strength. It is determined by the gyromagnetic ratio.
Line Shape Analysis: mathematical analysis of peak shapes. This method can extract

parameters such as T2 relaxation times and exchange rates.
Line Width: the width, usually reported as that at half-height, of a peak in an NMR

spectrum.
Linear Free Energy Relationship (LFER): correlation between reaction rate and a

parametrised property in a series of substrates, e.g. Hammett sigma values.
Linear Reaction System (Catalysis): series of sequential reaction steps without

branching or recycling.
Lock Reference: nucleus used by the lock system to provide a stable signal that is

used to correct for drift in the magnetic field. 2H is the most common lock
reference nucleus.

Locking: The process of setting and stabilising the magnetic field during an NMR
experiment.

Longitudinal Relaxation (T1): also called spin–lattice relaxation; re-equilibration of
the net nuclear magnetisation along the z axis. The time constant for this pro-
cess, assuming exponential recovery,is T1.

Lorentz Force: force on a moving charged particle in a magnetic field. Its vector is
perpendicular to the velocity and the magnetic field.

Magnetic Field Gradient: a smooth change, usually linear, in the magnetic field
strength along a given axis.

Magnetic Resonance Imaging (MRI): technique which measures NMR signal as a
function of position.

Magnetisation Transfer: transfer of spin polarisation to another nucleus or another
chemical environment.

Magnetisation Vector: vector sum of all nuclear magnetic moments. At equilibrium,
the net magnetisation vector is parallel to the applied magnetic field
(z-axis).

Markov Chain Monte Carlo Method: class of algorithms using random samples from
a probability distribution.

Michaelis-Menten Rate Equation: simplified rate equation for product formation
from a fast equilibrium, classically used in the description of enzyme kinetics.

Microscopic Rate Constant: a constant reporting the dependency of the rate of an
elementary step (unimolecular or bimolecular) on the concentration(s) of the
species involved.

Multiple Quantum Filter (MQF): NMR method which can enable the selection of
satellite peaks.

Multiple Spin Systems: molecules containing more than one nuclear spin.
NMR Silent: not detected by NMR spectrometry.
Non-Cooperative Equilibrium: sequence of equilibria in which disturbances in one

equilibrium do not affect the others.
Non-Coupled Spin System: system without interactions between the nuclear spins.
Non-Uniform Sampling (NUS): NMR measurement method using partial sampling to

construct a spectrum from a reduced number of time-domain points, reducing
the total measurement time required.

Normal Kinetic Isotope Effect (nKIE): decrease in rate after the substitution of a
nucleus with its heavier isotope.

Nuclear Overhauser Effect (NOE): magnetic interaction between nuclei that are close
together in space, mediated by mutual dipolar coupling and resulting in
transfer of signal intensity between them.

Nuclear Overhauser Enhancement Spectroscopy (NOESY): 2D NMR experiment which
utilises the Nuclear Overhauser Effect to detect other nuclei in close proximity.

Nuclear Spin: quantum mechanical property of a nucleus.
Nucleus Channel: probe and spectrometer electronics and probe coil used to emit

excitation pulses and receive signals for a particular nucleus. An NMR spec-
trometer usually has at least two channels, optimised for different nuclei.

Number of scans: number of measurements averaged for a given free induction decay
(FID).
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Off-Cycle: outside the catalytic cycle.
Off-Pathway: outside the main reaction sequence that leads to product.
On-Cycle: within the catalytic cycle.
On-Pathway: within the main reaction sequence that leads to product.
On-Line NMR: monitoring method in which the spectrometer is connected to the

reaction mixture via a flow system.
Oneshot Sequence: a fast method of acquiring DOSY spectra without the need for

extensive phase cycling.
Out-Flow Effect: artificial enhancement in the rate of decay of an FID caused by

sample leaving the detection region. This effect results in a decrease in effective
T1 and T2 under flowing conditions, increasing line broadening but permitting
shorter repetition times between scans. At high flow rates the closely related in-
flow effect dominates with its negative effects on quantification.

Overfitting: use of a model which includes more parameters than are required to fit
the observed data. Although the model may appear to represent the data well, it
might not reflect the correct mechanism.

Para-Hydrogen Induced Polarisation (PHIP): techniques which uses para-hydrogen
for hyperpolarisation to generate more intense NMR signals.

Partial Order: contribution of a particular species to the overall reaction order.
PBS: phosphate-buffered saline.
PEEK: polyether-etherketone.
Peripheral Pathway: side-reaction or reaction sequence which is not part of the

main pathway but is attached to it.
Phase Cycling: changing the phases of radiofrequency pulses and receiver between

scans in order to suppress unwanted signals.
Phasing: see phase correction.
Photo Chemically Induced Dynamic Nuclear Polarisation (Photo-CIDNP): hyperpolari-

sation technique using a radical generated by a photochemical reaction.
Polarisation: net magnetisation resulting from an unequal populations of nuclear

spin energy states.
Polarisation Sharing: see magnetisation transfer; transfer of nuclear spin magnetisa-

tion to another nuclear spin to enhance signals.
Pre-Acquisition-Delay: length of time between the pulse and the first point in the

FID. This time must be sufficiently long to allow residual currents in the coil and
electronics to dissipate before measurement begins.

Pre-Magnetised: allowed to approach equilibrium magnetization before measure-
ment, e.g. in a flow cell.

Primary Kinetic Isotope Effect (PKIE): KIE arising when a bond between an isotopi-
cally labelled atom and a connected atom is cleaved during a reaction.

Principal Component Analysis (PCA): processing technique which identifies the most
important variables influencing e.g. a series of NMR spectra.

Probe: a hardware component located in the spectrometer magnet that is used to
apply RF pulses to the sample and to detect the resulting FID.

Probe Head: the upper section of the probe that contains the coils and receives the
NMR tube containing the sample.

Product Inhibition: reduction in reaction rate caused by the product.
Pseudo Real-Time Approach: method of monitoring reactions by interleaving series

of data obtained at different time points in separate experiments.
Pulse-Acquire: simplest NMR pulse sequence, which consists of one pulse followed

by acquisition of the FID.
Pulse Flip Angle: angle through which a radiofrequency pulse rotates the net nuclear

magnetic moment.
Pulse Sequence: program of pulses and delays used to excite an FID for acquisition.
Pulsed Field Gradient (PFG): spatially-dependent magnetic field which can be

switched on and off (pulsed).
Pure Shift: class of NMR methods which achieve broadband homonuclear decou-

pling to make the spectrum less crowded. This method removes the effects of J-
coupling between spins to transform all peaks into singlets.

Pure Shift Yielded by Chirp Excitation (PSYCHE): NMR experiment using chirp pulses
to suppress the effects of homonuclear couplings.

Purging: exchange of the atmosphere in a closed system with inert gas.
PTFE: polytetrafluoroethylene, also known as Teflon.
Quadratic Ramping: increasing gradient strength in equal steps of gradient

squared.
Quadrupolar Nucleus: atoms which have a nuclear spin quantum number

above ½.
Quadrupolar Relaxation: relaxation pathway available to nuclei with a nuclear spin

quantum number above ½. Also used of other nuclei that are relaxed via
interaction with a quadrupolar nucleus.

Quantitative Bandwidth (Spectrum): frequency range over which equal numbers of
spins give equal signal integrals.

Quantum Yield: the number of product molecules generated per absorbed photon in
a photo-initiated or photo-mediated reaction.

Quench-Flow: flow system which has an additional inlet for a reagent or substrate
which is added to stop the reaction after a fixed delay.

Quenching: rapid, and ideally complete, inhibition of a reaction by addition of a
competing reagent or inhibitor, or cooling.

Radiofrequency Filters: devices which selectively transmit or attenuate signals
within certain wavelength bands in order to diminish electrical interference.

Radiofrequency Pulse (RF): magnetic pulse in the radiofrequency range.
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Rapid Injection NMR (RI-NMR): experiment in which a substrate is mechanically or
manually injected quickly into a solution in an NMR tube already present in the
probe head.

Rate Constant: a coefficient ‘k’ that is used in a rate equation to describe the velocity
of a reaction, usually in conjunction with concentration term(s) and other rate
constants.

Rate Equation: equation for reaction rate as a function of the concentrations of the
reaction components (substrate, product, catalyst etc.). Expressions are referred
to as closed-form if they do not involve integration and/or differentiation, open-
form otherwise.

Rate Law: see rate equation.
Rate Determining: limiting the velocity of the reaction.
Rate Determining Transition State (RDTS): transition state whose formation controls

the velocity of the reaction.
Rate Limiting Step (RLS): see rate determining; part of the reaction sequence which

determines or limits the overall rate of the reaction.
Rayleigh-Bénard Convection: flow which arises from negative vertical temperature

gradients.
Reaction Order: the exponent of the concentration of a reaction species in a simple

rate law.
Reaction Profile Kinetic Analysis (RPKA): method for determination of the rate law

under turnover conditions using a minimal set of experiments.
Receiver Channel: coil and electronics which detect the FID.
Recovery Delay: time between the end of one application of a pulse sequence and

the beginning of the next, in which the spins are allowed to return to their
equilibrium magnetisation.

Reference Peak: a signal used in the quantification of other species or in chemical
shift calibration. It may come from an internal standard, an external standard, or
ERETIC.

Refocusing Pulse: a pulse used in a spin-echo experiment to interchange transverse
magnetisation components.

Relative Rate: velocity of one reaction (or rate constant) in comparison to another.
Relaxation Agent: substance which enhances the rate of nuclear spin relaxation.

Mostly used to enhance longitudinal relaxation in order to speed up
measurements.

Relaxation Delay: see recovery delay.
Relaxation Rate: velocity of the equilibration of the nuclear spin magnetisation.
Relaxation Time: time constant for the exponential recovery of z magnetization (T1)

or the exponential decay of transverse magnetization (T2).
Reporter Nucleus: a nucleus at high abundance (natural or synthetic) that is studied

in a substrate to gain information on another nucleus or set of nuclei.
Resting State: the most abundant species in a series of catalytic intermediates for a

system at pseudo steady state. The resting state need not be on-cycle.
Root Mean Square (RMS) Error: quantification of the measure of agreement between

two sets of data.
Same Excess Experiment: reaction set-up which tests for catalyst deactivation or

product inhibition by changing the substrate concentration while keeping the
excess of one substrate constant.

Satellites: small peaks near a main peak which result from the coupling of the
observed nuclear spin to a nearby isotope of<100% abundance. The centre of the
satellite pair is usually slightly offset from the main peak due to the effect of
isotopic shift.

Saturation: equal population of nuclear spin energy states, with zero net nuclear
magnetization.

Saturation Recovery: experiment utilizing a looped 90� pulse, a variable delay and
final 90� to estimate the longitudinal relaxation time T1.

Saturation Transfer: experiment in which a reduction in the net magnetization of
one site results in a reduction in that of another site with which it is undergoing
magnetization transfer, for example by chemical exchange.

Scalar Coupling: see J-coupling.
Secondary Kinetic Isotope Effect (SKIE): difference in rates induced by proximity of an

isotope to a reacting centre at which a bond to the isotope is not cleaved. The
rate difference is usually smaller than that observed in a primary isotope effect
(PKIE).

Sel: selective.
Self-Diffusion: random movement of particles or molecules in solution without a

chemical potential gradient.
Sensitive, Homogeneous and Resolved Peaks in Real Time (SHARPER): pure shift tech-

nique which produces single sharp peaks to compensate for broad peaks caused
by magnetic inhomogeneities.

Shape Factor (in NMR diffusion measurements): correction factor for the shape of a
field gradient pulse.

Shigemi Tube: one of a number of designs of NMR tube that minimise the amount of
sample needed by including plugs of magnetic-susceptibility-matched glass
above and below the active volume.

Shim coils: see shims.
Shimming: homogenisation of the magnetic field by the adjustment of electric

currents passed through small coils to correct spatial variation of the static
magnetic field B0.
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Shims: coils used to correct the static magnetic field.
Signal Amplification by Reversible Exchange (SABRE): hyperpolarisation method using

indirect magnetisation transfer from para-hydrogen.
Signal Drift: change in peak frequency over time. May be caused by changes in

temperature or chemical composition.
Signal-to-Noise Ratio (S/N): ratio of peak intensity to baseline noise.
Sinc Wiggles: baseline distortions close to a peak, caused by truncation of the FID.

Can be avoided by increasing the acquisition time or by applying a suitable
window function.

Singleton Method: Experiment to determine KIEs, primarily 13C but 2H and 17O also
feasible, by running a reaction at natural isotopic abundance to high conversion,
followed by recovery of the unreacted substrate. An alternative method runs
the reaction to low conversion and analyses the product.

Soft Pulse: selective pulse which excites a limited region of a spectrum.
Spatially Selective NMR: experiments which use magnetic field gradients and soft

pulses to selectively acquire the spectrum of a certain region (horizontal slice) of
the NMR tube.

Spectral Hard Modelling: mathematical fitting of peaks in a spectrum; used to
deconvolute and quantify overlapping peaks.

Spectral Width (SW): range of frequencies recorded in an NMR spectrum.
Spike-In: experiment set-up which adds a species to a reaction at a certain point

and follows its outcome, or corroborates its identity or chemcial shift.
Spin: see nuclear spin.
Spin Echo: a pulse sequence component comprising a 180� pulse positioned

between two equal time delays. Used to refocus chemical shift evolution.
Spin-Lattice Relaxation: see longitudinal relaxation (T1).
Spin-Spin Relaxation: see transverse relaxation (T2).
Staged-Initiation: starting two or more identical experiments at different times but

with the same observation window.
Static Magnetic Field: constant homogeneous magnetic field B0.
Steady State Approximation: Approximation that the kinetic analysis of a complex

reaction involving unstable intermediates in low concentration can be simpli-
fied by setting the rate of change of each such intermediate equal to zero, so
that the rate equation can be expressed as a function of the concentrations of
chemical species present in macroscopic amounts.

Stejskal-Tanner Equation: relates the signal attenuation in a DOSY experiment to the
effective diffusion time and diffusion coefficient.

Stokes-Einstein Equation: relates the diffusion coefficient of a species to its hydro-
dynamic radius. It assumes that the species is a hard sphere diffusing in a
continuum solvent – poor approximations for small molecules in solution.

Stokes-Einstein, Gierer-Wirtz Estimation (SEGWE): modification of the Stokes-Einstein
equation suitable for small molecules.

Stopped-Flow NMR (SF-NMR): system which rapidly mixes components to initiate
reaction, then transports the nascent reaction mixture to the active volume in
the probe head for analysis.

Sum-Square Error: see Root Mean Square (RMS) error.
Swain–Lupton Equation: modification of the Hammett equation to include separate

weighted parameters for resonance and field effects.
TCA: trichloroacetimidate.
TFA: trifluoroacetic acid, CF3CO2H.
Through-Space Correlation Techniques: NMR experiments such as NOESY that mea-

sure interactions through space rather than through bonds.
Time-Average Peak: observed signal when two or more species are in rapid

exchange. Because the reaction is fast, the peaks coalesce into one.
Time Zero Peak Volume: integral of a 2D peak where there has been no attenuation

of the signal. This value is determined, for instance, by extrapolation in the
HSQC0 experiment.

Total Correlation Spectroscopy (TOCSY): 2D method for analysis of homonuclear
coupling over multiple couplings. It is closely related to COSY.

Transition State Theory (TST): theory which relates reaction rate to the Gibbs ener-
gies of the starting materials and transition state(s).

Translational Diffusion: random movement of species in solution, driven by thermal
forces.

Translational Self-Diffusion Coefficient: see diffusion coefficient.
Transmission Coefficient (j): the fraction (0 to 1) of the transition state that leads to

product rather than reverting to starting material(s).
Transmitter Frequency Offset: the transmitter offset (Bruker O1; Varian tof)

determines the Larmor frequency that is at the centre of the spectrum
recorded.

Transverse Relaxation (T2): also called spin–spin relaxation; nuclear spin relaxation
in the xy plane.

TsDPEN: (1R,2R)-(-)-N-(4-toluenesulfonyl)-1,2-diphenylethylenediamine.
Tuning: adjusting the probe capacitors to optimise transfer of radiofrequency power

from transmitter to probe coil and from probe coil to preamplifier.
Turnover: one complete revolution of a catalytic cycle.
Turn Over Rate Limiting Step: see rate determining step; the section(s) of a catalytic

cycle, or steps leading on to it, that limit the overall rate of a reaction.
Two-Spin Exchange System: two different spinswhich are in chemical exchange with

each other.
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Underfitting: usage of an incomplete model which cannot represent a set of data
correctly.

Unlocked Mode: method in which a sample is run with the spectrometer not locked
(not referenced to a deuterium nucleus).

Van der Waals Radius: effective radius of an atom.
Van der Waals Volume: effective volume occupied by an atom or molecule.
Variable Time Normalisation Analysis (VTNA): modification of RPKA. Used to deter-

mine a substrate order by graphical analysis of a series of temporal concen-
tration data, plotted against a modified time axis, e.g.

P
[A]xDt. The value for x

is manually varied until agreement between datasets is achieved.
Visual Kinetic Analysis (VKA): a graphical data analysis method in which data from

several experiments are compared. The agreement or lack of agreement fur-
thers mechanistic understanding.
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VT-NMR: variable temperature NMR spectroscopy.
Water Suppression Enhanced through T1 Effects (WET): NMR pulse sequence for

suppressing solvent peaks using selective radiofrequency pulses and field gra-
dient pulses.

Wideband, Alternating-Phase, Low-Power Technique for Residual Splitting Element
(WALTZ): method for broadband heteronuclear decoupling.

X-Nuclei: heteroatom nucleus (not 1H).
Zero-Filling: addition of zeros to the end of an FID before Fourier transformation.
Zero-Point Vibrational Energy (ZPVE): lowest possible energy state for a vibrating

system in quantum mechanics.
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